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Abstract

In this thesis a new computer-based software for the dataisitgn (DAQ) of theOptical Pulsar
Timing Analyzer OQPTIMA ), a high time resolution photo-polarimeter, developedhat Max-
Planck-Institute for Extraterrestrial Physics (MPE), ésidned and implemented. The motivation
for the redesign was to equip the high time resolution phetemwith a modern DAQ system, suit-
able for OPTIMA's current and future design. Therefore thftvgare design is kept as modular and
flexible as possible to facilitate future maintenance amithér development. In addition to reference
implementations of the data acquisition reading softwaeever) and sample clients, an integrated
library with application specific functions was implemehté his allows application programmers
to develop future components, using a high abstraction texazcess common functionality. More-
over, reduced light curves taken with the existing DAQ syst the Skinakas Observatory, during
the "OPTIMA Burst” campaign in summer 2006 and 2007, areqmtesd. The investigated objects
are Cataclysmic Variable Stars, the Crab Pulsar and a LossMaray Binary which were observed
with high time resolution, and the obtained scientific resate discussed in detalil.
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Chapter 1

Introduction

Astronomy is said to be the oldest science. At the beginnimgs carried out by high priests and
was inseparably connected to astrology. For centuriesradiiens of the sky were noted in some
form by hand. The invention of the telescope by Dutch lensen&lans Lippersh&and its use
in astromomy by Galileo GaIiIEiin 1609 allowed far more detailed observations. It stilluieed

a skilled observer that could draw accurate sketches oflygsreations before doing any further
analysis.

Notable for early times is the work of Danish astronomer Tyanahg whose careful celes-
tial observations were later used by German astronomemﬂebd(epl@ to deduce the laws of
planetary motions which later became known as Kepler’s laws

Irish astronomer William Parsons’;¢ Earl of Rosg can be considered as one of these skillful
astronomers in thé9*" century. Earl of Rosse self-designed a 72-inch telescopatdd at Birr,
County Offaly, which went on to become known as the “Leviatb&Parsonstown” for its unprece-
dented size, which made it the largest telescope in the iorishany decades. With this telescope
he discovered the first spiral galaxy (see fiduré 1.1), ancCtiad nebula. Two of his remarkably
detailed sketches are shown in fighrg 1.1.

1.1 Milestones in astronomical instrumentation

Though the historical observations of astronomers areemdly valuable to modern astronomy,
some inconsistencies, found for example in Messier’s cgted [GIn60], [mMisO7], might very well
be due to inaccurate note taking. Exact and reliable datadixy is the very essence of the scien-
tific method.

11570 - September 1619

2Italian physicist, mathematician, astronomer and phjjbgo, 15 February, 1564 - 8 January, 1642
3December 14, 1546 - October 24, 1601

“December 27, 1571 - November 15, 1630

5June 17, 1800 - October 31, 1867



Figure 1.1: Earl of Rosse’s sketches of M51 and M97 (images {m5107] andlIm9707])

Technological progress, especially in the twentieth agriead to great progress in the conduc-
tion of astronomical observations. Only with photography éhe use of photographic plates that
were sensitive for faint star light, astronomical obsdorat required less artistic skills. Above all,
this furthermore allowed archiving and objective companrisf data.

Moreover data acquisition soon replaced the problem ofitakibtes. Photographic plates were
difficult to handle and required long exposure times. Thestiggment of photomultiplier tubes
(PMTs) and their first use in astrononiy_[Kra46], made highetiresolution at subseconds scale
feasible. Due to their low efficiency (see chapfer2.3.3)thedack of high spatial resolution, their
use was limited to aperture photometry.

The progress in the development of semiconductor devicas te charge coupled devices
(CCDs). Their higher sensitivity and electronic read-diaveed shorter exposure times and a much
faster handling of observational frames. They were muchesithan PMTSs, but they offered a high
spatial resolution over an extended field of view.

The light gathering power of today’s large aperture telpe@) along with much more sensitive
imaging chips reduced exposure times considerably. CCBdiastruments are mainly limited by
the time it takes to read out the chip through “row-clockinghere the electrons collected in wells
during the exposure are clocked successively to a readdwnooof cells. Modern chips such as
those used in Ultracam [DMOD1] utilize multiple readouttonins, and low-noise amplifiers that can
be operated at high-frequencies without introducing toetmmead-out noise. Time resolutions of
less than a second are feasible with these devices.

On the other hand, technological progress with apertusedanstrumentation, thanks to new
semiconductor devices, could alleviate the disadvantafesarly PMTs. The introduction of
avalanche amplified photodiodes, so-called avalancheodluates, to astronomical observations

5The telescopes with the currently largest primary mirroesthe South African Telescop&l(m primary mirror),
the Gran Telescopio CANARIASI(.4 m) and the two Keck telescopes)(m mirrors).



[DDD 193] provided high time resolutions, but lacked sufficienatid resolution. More reliable
and cheaper manufacturing of semiconductor devices s@epnsrhise to provide the advantages of
both worlds: The high time resolution and a sufficient fieldiiefv. Instruments using multi-anode
multi-channel arrays (MAMA) such as TRIFFID [Red91] / TRIEF2 [OBST0Z] or Josephon-
Superconducting Tunnel Diodés IMVE04] demonstrate thel sequirements can be satisfied. The
technical challenges involved in their operation and nesbgsfurther development, though, have
yet prevented a wider use of these devices in astronomy.

1.2 High Time Resolution Astronomy

The ability to achieve reasonable signal-to-noise ratiosharter exposure times gave rise to a
new branch of astronomical research specialising in thestityation of fast physical processes in
the Universe. High time resolution astronomy (HTRA) is cemed with physical processes that
happen on a second to subsecond scale.

These processes are usually associated with compact gbjiket neutron stars, black hole
candidates, cataclysmic variable stars or Gamma-raysb((BsRBs). The time-scale of a process
is intrinsically related to the extension of the region ihegppening in through the so-called “light
time” argument. “Light time” defines the time it takes ligbtget from one side of a region to the
other. Any fluctuation of the observed region happening dma-scale smaller than that will be
smeared out and cannot be resolved.

1.3 Observations and Data storage

OPTIMA, the Optical PulsarTIM ing Analyzeﬁ, represents oﬁa)f these modern high time reso-
lution instruments. It is a fibre-aperture based instrunusimg avalanche photodiodes (APDs) to
achieve time resolutions down to microseconds.

The challenge with an instrument like OPTIMA lies in providia data acquisition backend that
is capable of acquiring and storing the data that is provimethe APDs with high time resolution.
The problem lies not only in the amount of data transfer (A uses up to 12 Avalanche Pho-
todiodes in its current configuration), but in the additiopeoblem of providing accurate absolute
timing for the events registered in the APDs.

The task of the DAQ system is to detect the output pulses ofAPBs, and create a corre-
sponding time tag which is then recorded together with trennkl number in which it occurred.
OPTIMA is already equipped with a DAQ system that was buitttfee instrument’s first version.

"OPTIMA was initially developed as an instrument to obserpéical pulsars. Detailed information is given in

chapteR.
8A similar instrument is being developed at the National @nsity of Ireland, Galway IRRSD6].
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That system had been designed under certain constraintwigmdimited requirements that had
to be met to allow OPTIMA to fulfill its initial scientific puigse to observe optical pulsars. For
OPTIMA's use in scientific observations in its current desfgee chaptdr2.6) a more modern data
acquisition system was required.

The design and implementation of the improved data acgurisgtystem software is the main
topic of this thesis (see chapfér 4). The new DAQ was desitmatiow recording of photon events
as close to the limit of the APDs’ time resolution as possibled to overcome the major short-
comings of the existing DAQ system (see chapier8.2.2). Ewe DAQ software was designed to
be modular and to allow easy extendability. Thus, allowiagyeadaption to new hardware and to
new measurement situations.

Also, to carry out astronomical observations as flawlesslgassible, constant monitoring and
error checking are necessary. This requires quick-lools it present the data to the observer,
while itis being recorded. This work demonstrates that aaggvoach on data handling can provide
access to live-streamed data both for recording and asgbysgrams. The difficulties involved in
this concurrent data access, and the approach taken tintemusafe operation are also part of this
thesis (see chaptEr 4).

Investigation of the properties of cataclysmic variabsesbf type AM Her, the Low Mass X-ray
Binary Agl X-1 and pulsar timing with the Crab pulsar as exéspshow the scientific performance
of the OPTIMA instrument (see chapfér 5). Due to delays irhdmelware development for the new
data acquisition system, the observational data used sethad been recorded with the existing
DAQ.



Chapter 2

OPTIMA

This chapter describes the OPTIMA instrument with whichdata acquisition software designed in
this thesis will be used. First an overview of the system bellgiven, and then its components will
be described in detail. It follows a short introduction te stientific application of the instrument
and which classes of objects are good candidates for highrésolution astronomy. The chapter
concludes with a description of the “OPTIMA Burst” campaidpring 2006 and 2007.

+++

2.1 OPTIMA - a high speed photo-polarimeter

OPTIMA is anOptical PuIsaE] TIM ing Analyser that uses a set of avalanche photodiodes to mea-
sure and time pulses in principle at nanosecond precishmugh the overall timing resolution is
currently limited by the DAQ hardware tbus (see chaptdl 3). The system was developed as part of
a Ph.D. thesis from 1998-2001 [Str01], and was subsequerténded into today’s existing sytem
through several Master thesis projects: In 2002 the phdemveas equipped with a rotating po-
lariod polarimeter[[Kel02], later in 2004 it was further nifded to allow the observation of optical
afterglows of GRBd[Ste(4] and a newly developed parallella¥ton polarimeter was designed in
2006 [MO€].

Compared to previous high-time resolution instrumentagigihotomultiplier tubes or similar
devices, quantum efficiency is improved by a factor of siegnated over the available bandwidth
[KKST03]. The availability of commercial APDs from industrialrsigeonductor companies pre-
sented the solution of using a fully developed and teste@tdavithout the difficulties of develop-
ing a new semiconductor device. The APDs used in the OPTIM#esy are from Perkin & EImE?
and sensitive in the range fro0 nm to 950 nm (see sectiof 2.3.3).

!pulsar, abbreviation for Pulsating Source of Radio, al$weated PSR.
2perkin-Elmer SPCM-AQ[Las97]
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Figure 2.1: OPTIMA Burst configuration

The high precision timing accuracy is achieved by using aHZd?QipIined clock. The GPS
time signal is used as a highly stable reference signalindran oven-stabilized oscillator providing
a high-precision short-time timing signal [Str01]. The donation of a long-term stable reference,
together with the short-time stable oscillator is used tpphotons being registered in the APDs
with a precise absolute time stamp.

This makes OPTIMA an absolute-timing single-photon-detesystem. Observations of highly
variable sources need not to be constrained by a choice ofarptime, asitis in the case of CCD
observations. During later data analysis photons can bbected to arbitrary bin sizEschoosing
the optimum compromise of time resolution and signal-ts@aeatio (see chaptdr_5.1).

2.2 QOverview

OPTIMA has been designed as a modular hardware system febetinning[[Str01] [ [KKS 03],

as such allowing to be easily transported and used at diffézkescopes worldwide. For operation at
different telescopes the optical configuration of the fodel (see section2.3.1) must be adjusted
to the telescope’s focal raHo:—md GAI\H. Hence, OPTIMA had been designed in such a way as

3Global Positioning System (GPS), a satellite based ndwigaystem using high-precision atomic clocks. The posi-
tional signals are derived from the atomic clock times orsttellites and can be used as a high-precision time referenc

4bin: interval size in histogram building of a data distribut

Sfocal ratio: f-Number f/#, where N=f/D relating a lenseggiis aperture, D, to its focal length, f. The focal ratio is a
measure for the “speed” of the lens. Typically noted in thenfe.g. /8

Guider Acquisition Module (GAM): optical unit at the telegme distributing light to different instruments



to allow the whole system to be disassembled into small phaiscan be easily transported and
the instrument can be used at various telescope sites whdkeaBows the installation of guest
instruments. In the course of its development, OPTIMA haenbextended from the purpose of
a “pulsar timing” photometer to a photo-polarimeter withadating polaroid filter[[KelOR] and in
its improved version with a double-Wollaston prism0E] (see section 2.4.2). Also, a four-colour
spectrometer mode that can be easily put into operatiorowitmuch change in the configuration
had been realized.

2.3 Components

OPTIMA consists of five main components (see figuré 2.1) tharantee its performance as an
optical photo-polarimeter. Following the path of light findhe telescope the components work as
follows:

The GAM permits OPTIMA to be mounted as guest instrumentgkide the Skinakas im-
ageH and the telescope’s light beam reaches an inclined plamemait the focus (see figute2.1).
This mirror reflects the incoming light onto a lens optics veha CCI) images the area of the
sky the telescope is pointed to. The position of the optitaE§ in the field of view can be deter-
mined with respect to neighbouring stars. The mirror isiied at 20 degrees in the focal plane of
the telescope, such that the focal plane intersects thersisurface along a line, where the fibre
bundle, background and spectrometer fibres and the polkatiraperture are positioned. Thus, the
infalling light from the telescope can be correctly focusgthe fibres’ positions and the fibres pick
up the light of objects of interest. The difficulties linkaxldbservations of celestial sources via fibre
optics will be described in detail in secti@n 213.2. The phstcollected in the fibre aperture get
recorded in the APDs semiconductor sensor on the other etitedibre. Through the avalanche
amplification effect (see secti@n 2.B.3) a single incomihgtpn triggers an electronic circuit de-
livering a TTLH pulse that is registered in the inputs of the DAQ computere 3bftware on the
DAQ computer records the signal on the input lines and géegehigh-precision time stamp from
the GPS-disciplined clock (see section2.3.4). Targetiaitoqun, CCD camera control and sending
commands to the TS are done by the additional OPTIMA control computer.

The following sections will describe all these componerithe OPTIMA system in detail:

e Focal plane mirror and CCD camera (secfion 2.3.1)

e Fibres (section Z32)

"CH360 CCD camera using a Photometrics Thomson chip with 20202419 pm pixels

8Apogee AP-6 CCD camera

®Transistor-Transistor Logic, whefeV is logical false and V logical true.

10TCS = telescope control system, allows external controtlescopes via a serial device connection
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Figure 2.2: Focal plane mirror with holes for fibres, spetieter and Wollaston polarimeter

e Avalanche photodiodes (sectibnZ]3.3)
e Data Acquistion System (sectibn 213.4)

e Telescope Control Computer (sectlon2.3.5)

2.3.1 Focal plane mirror and CCD camera

The light gathered by the telescope’s primary mirror is mfld by the secondary mirror into the
Cassegrain focus and the GAM mounting permits the obsewatstandard instrumentation or
guest instruments such as OPTIMA to be used on site. OPTIKBAM mounting is fitted to the
telescope such that the aligned fibre apertures and pokarimperture lie in the focal plane of the
telescope, i.e. the intersection of the 20 degree mirrdn thié focal plane covers them. The holes
in the mirror are at a 20 degree angle, too, so that all theaesrare parallel to the incoming light
beam and the efficiency of light entry into the fibres and tHanioeter aperture is maximized.

The reflected image of the mirror is focused through a secenafsoptical lenses onto the
CCD chip of an astronomical CCD camera. The camera is an ApA&H astronomical camera
with a resolution of 1024x 1024 pixels. The pixel size i84.4 um, resulting in a chip size of
25 x 25 mm?. The field of view is typically a few arc minu@ This is particularly important for
the task of identifying an unknown source in the frame andotmmand the telescope control unit
to position it on the optical fibre (see sect[onl2.6).

The primary task is to image the telescope’s field of view tovalorientation and get exact
astrometry. Additionally the camera is used to monitorrsgepnditions and to perform photometry
on neighbouring stars. This photometry can be done with arezdof~10 s and provides data on
seeing and transparency (see chdpidr 5.1).

1At the 1.3 m Skinakas f/7.64 telescope the CCD view covers a field of viewooghly unitl? x 17/, but due to
comatic abberation and vignetting’—12’ are useable in OPTIMA.

8



Figure 2.3: HU Aquarii positioned on central fibre, vignedtiof field of view due to CCD lens
optics, the image is turned Hy0° w.r.t. figureZP

The CCD camera used in OPTIMA uses thermoelectric coolimgcan be read out in 1 second.
The camera is connected to the OPTIMA control computer vi&Chdard in the docking station
of the laptop computer. Its fast readout of about 1 seconchfrtant for the quick field of view
acquistion required by the search for GRB afterglow cartd&lavhere a series of frames is taken
to identify the fading afterglow candidate (see seciiol).2.6

The telescope’s f-ratio of 7.64 must be converted to f/3r5the camera with focal reducing
optics to fit the image to the CCD chip’s dimensions of the Ago@P6 camera. This conversion
is done by a focal-reducer consisting of two ZEISS aerialt@in@phy large-format lenses. This
commercially available lens optics was preferred to a endioilt solution. The result is a vignetting
effect at about half way from the centre to the edge of the Cige, as seen in figureR.3. Also
image distortions towards the edge of the image can be seen.

The CCD frame is used for controlling the telescope. Objefitgerest are usually in the central
field of the image, where the fibre apertures are located, ttteigmage vignetting is irrelevant in

9



this usage case. Left and right of the centre of the mirroretlage two holes with light emitting
diodes (A and BY. These can be switched on and by knowing the exact postiohesktlight
sources on the mirror the fibre aperture positions can berdigted in the CCD image. Although
the mechanics of the OPTIMA optics are rigid, slight shiffgle mirror/camera position of the
order of a few um have been observed. This is enough to affect the exact qusig of sources
on the fibres. Hence, after considerably large movementseafedescope (a few tens degrees) it is
advisable to do a calibration measurement against the LiQxtain the exact aperture positions
in the CCD frame. The calibration measurement and caloulasi done automatically, but must be
triggered by the operator before starting an observatidheémew field.

2.3.2 Fibres

The goal in OPTIMA's development was to build an instrumesmpable of high time resolution
photometry and polarimetry from standard components. Tiuetsre of the chosen single-APD-
modules does not allow easy placement in the telescope.fatiessolution was to build OPTIMA
as a fibre-fed instrument where optical fibres pick up thetligtihe focal plane and then lead the
light to the APD modules which can be placed convenientlysidet the focus. In order to use a
fibre-fed instrument two requirements must be met. A star siz@ of a few arc seconds must be
accurately placed on the aperture of the fibre, and the ppietsd function (PSE of target stars
must fit the aperture size.

The positioning of the target star is done by using the CCRI filsdw unit on the OPTIMA
control computer and sending precise positioning commaia3 CS to the telescope. This was
implemented using a microcontroller unit connected to tRI A control computer via a serial
connection[[Ste04], and tested during several obsenadtians at the Skinakas observatory in Crete
in years 2004 to 2007. Before the implementation of the odietrunit the positioning had to be
done manually by checking the image on the CCD and enterirfg d@@nmands manuallyy [Ste04].

OPTIMA's single-photon counting apertures are determimethe diameter of the optical fibres.
As mentioned in section 2.3.1 these have a diamet86@f.m in the focal plane of the telescope.
This diameter was chosen to be about twice to thrice theaj/p&'zeeing diameter of stars in the
image. The value depends of course on the f-ratio of thedepes and the fibres must be chosen
so that their diameters match the typical profile of stars paricular telescope. Measurements
carried out by Boumis et all_[BSMD1] showed that seeing conditions of less than 1 arc secand ca
be achieved at Skinakas observatory (see fifjule 2.5). Gligsrs with OPTIMA in recent years
showed, that these ideal conditions are rather rare andexag®/ seeing of 2 to 2.5 arc seconds is

12| ight emitting diodes (LEDs) are semiconductor p-n junatiovhich emit incoherent light in a narrow spectrum.
3The point spread function defines the response of an imagstgrs to the light of a point source.
HSeeing” denotes the effect of the Earth’s atmosphere dugrbolences that causes stars to be imaged as disks with

a finite diameter; the term is also used to denote the fulllwidtif maxima of the disk’s Gaussian profile

10



Figure 2.4: OPTIMA at the Skinakds3 m telescope, Crete, Greece
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Figure 2.5: Histogram of seeing distribution at Skinakasentatory for spring 2001 [BSNVD1]]

more usual.
The relationship between a star's FWHM diameter in the insagkits object angle is given by

d= f-tanq, (2.1)

wherea is the object angle, f the focal length and d the size of theailsjimage in the focal plane.

The Skinakad .29 m telesope’s focal length i8.857 m and taking 2 arc seconds as a typical
FWHM seeing value for a star, leads to a diameterof8 um in the image on the focal plane
mirror. In order to capture most of the light of the targetr,stae fibre aperture should be about
at least twice that diameter. A larger diameter would makebigickground contribution large and
would also risk light from nearby stars entering the apertuso choosing an appropriate fibre
diameter does not only depend on the f-ratio of the telesdmealso on seeing conditions. On the
other hand, a fibre diameter that was chosen too small woatdase the contribution due to noise,
if large parts of the star’s seeing disk would not enter thertape, when the star inevitably moves
due to seeing conditions. The airy disc changes due to rafldctoations in the seeing conditions
on a small time scale. When parts of the star extend beyondnthef the fibre and light is lost, an
increase in noise in the signal is caused.

Due to the fact that the APDs’ active area has a diameteaioofum the fibres are tapered
from 300 um diameter at the side where the light enters the fibre in thal folane to100 pm on
the APDs’ side. The tapered fibres contribute further to idpet loss, in addition to losses due to
the coupling of light into the fibre at the aperture and lossassed at the interface of fibre and
semiconductor in the APD.

12



Figure 2.6: Hexagonal bundle fibre, fibres illuminated fréma backend

The light losses are not the same for all fibres, since each filas its own transmission and
coupling characteristic. All fibres have the same apertiameéter and hence cover the same area
in the focal plane. Although, due to the afore mentionededifiy light to fibre coupling, different
transmission efficiencies and interface coupling to the ARbe resulting photon counts from the
APDs may differ. Therefore in order to perform correct pmotounting this has to be corrected for
in data analysis (see chapler]5.1).

The fibre holes in the mirror can be seen in fidure 2.2. At théefathere is 845 pm aperture
where light enters a parallel Wollaston prism (1). This is tOPTIMA Burst” polarimeter for
simultanous measurement of the Stokes parameters |,Q aseelséction 2.4.2).

In the centre of the mirror there is a7 mm hole ((2) in figureCZR), housing a hexagonal
fibre bundle of 7 optical fibres (see figurel2.6). The centreefidfrthe bundle is used to acquire
the target star’s light while the neighbouring fibres meadiie background contribution of the
surrounding sky background. This is particularly impottBor observations of extended sources,
e.g. the Crab pulsar in the Crab neblla [Str01], to diffesdathe contribution of the diffuse nebula
emission from the sky background. Each fibre ha8(aum diameter and the hexagonal packaging
guarantees that the bundle fibres cover the target soungetsusdings as densely as possible. For
protection, in addition to each fibre’s individual cladditige bundle is packed in a thin metal tube.
The whole metal tube is then placed in the central hole in tieom

About 1cm to the left there is anoth&b0 pm hole for a fibre allowing coarse spectrometry ((3)
in figure[Z2). The light picked up by the fibre is spread intospectrum by a dispersion prism
(see figurd—214). At the exit side of the prism up to four agtfibres can be placed at positions
of interest in the continuous spectrum to do simple 4-cefpactroscopy. Since the current data
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Figure 2.7: Avalanche photodiode by Perkin-Elmer

acquistion system can only record 8 channels simultang@unsl the number of available APDs is
limited, the spectrometer is not mounted in OPTIMA's staddzonfiguration. It is easily possible
to mount the spectrometer and to switch four photon coumtetfse spectrometer’s output channels
(see sectioh Z4.3).

On the outer right is th&00 pm hole for the background fibre (4). This fibre collects sky
background light, so that the contribution of photons frdm sky can be substracted from the
target fibre counts. If by chance a star is located on the aaokd fibre the surrounding bundle
fibres can be used as background reference.

2.3.3 Avalanche photodiodes
Avalanche photodiodes versus photomultiplier tubes

The first single-photon counting instruments were photdiplidr tubes (PMTS), invented by Rus-
sian physicist Leonid Aleksandrovitch Kube@;ﬁn 1930 [Lub06]. PMTs are ubiquitiously used
in any area that relies on detecting faint photon sources fraclear physics to medicine.

PMTs have some disadvantages that made their use in astyodiffioult, whereas modern
semiconductor devices such as avalanche photodiodes caln €ke greatest advantage of avalanche
photodiodes over PTMs is their higher quantum efficieRcyPMTs have typically quantum effi-
ciencies of 20-25 percent. Integrated over the spectral ARDs have about six times the QE of
standard PMTs. The reason for the low QE of standard PMT il fact that the active volume,
where interaction of photons with the cathode material ox;cis small. The electron must leave

Although the issue about the inventor of the photomultiplilse (PMT) is somewhat controversial.
18Quantum efficiency (QE) is probability of detection of anidtent photons
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Figure 2.8: Quantum efficiency of Perkin & Elmer APDs [Pér07]

the material, hence, the cathode can only be a very thin lajiere the photon enters on one side
and the electron leaves on the other. Avalanche photodialdescover a broader spectral range
than typical PMTs, which are typically sensitive in the U\gian to red,200 nm to 600 nm, while
Si-APDs cover all of the visible region to IR)0 nm to 950 nm. Figure[Z.8 clearly shows the high
guantum efficiency of the Perkin-Elmer APD which is up to 64ceat and stays at more than 50
percent over a wide range of their spectral sensitivity.

In addition APD modules are smaller and more rugged than Pl3sgubes, and independent
of magnetic influences. PMT also continuously draw currenbugh the voltage divider circuit,
which converts to resistive heat.

Physics of avalanche photodiodes

In the 1980s further development of improved p-n semicotatuphotodiodes led to so-called
avalanche photodiodes. These are silicon-based p-n gundibdes that are operated at a high
reverse-bias volta@ For the greatest amplification of factors upl@$ certain APDs are operated
above their breakdown voltage, the so-called Geiger mode.

The dectection of a photon with an APD can be imagined asvislio Figure[ZP shows a
sectional drawing of the semiconductor structure of an ARDident photons pass through an
antireflective coating and create an electron-hole palrérdepletion region. The hole is accelerated
towards the anode where there is a negative bias voltagde wWia electron moves towards the

The reverse break-down voltage for Silicon is typically @0Qdepending on doping and thickness of layers, some
APDs operate at up to 1500V reverse voltage.
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Figure 2.9: Schematic of an avalanche photodiode (adapted|[5tr01])

postively biased cathode.

In the depletion region around the p-n junction, the eleciscaccelerated by the strong electric
field, generated by the high reverse bias voltage. On amfligiith the valence electrons in the sili-
con it creates secondary electron-hole pairs, which areratgul, accelerated, and can in turn gen-
erate further electron-hole pairs. This exponential aficplion effect behaves like an “avalanche”,
thus, giving this type of p-n photodiodes their name.

In contrast to conventional p-n photodiodes where the dinnieent can only reach a detectable
minimum value, if a sufficient number of photons hits thecsili at the same time, the internal
signal amplification of APDs allows detection of single gt [DDD™93].

Noise sources in avalanche photodiodes

As any other electronic semiconductor device, APDs suffanfdifferent noise sources. Because
OPTIMA operates the APDs in Geiger mode, which means thatadntion of single photons with

the silicon lead to an avalanche current in the APD, theatienoise contributions in the avalanche
process are of no concern. The avalanche current arrivithge @iathode is registered in the read-out
electronics and generates an output pulse. Hence, theyesfdtge photon and therefore the number
of created electron-hole-pairs in the silicon is not reféva this mode of operation. Regardless of
the number of created electrons and holes in the avalancliegs the detection is only registered
as one count. Therefore APD-internal noise contributianes td excess noi@ which depends on

18Excess noise is the noise contribution due to the stochaatize of the avalanche mulitplication of electrons.
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the multiplication factor I@ are not relevant in Geiger mode.

OPTIMA registers the detection counts in the DAQ computee (sectioiil4). The important
noise contribution here is the number of “dark counts” in #RD, even if no photon entered the
detector. These are caused by electron-hole-pairs thateaeed through thermal excitation in the
semiconductor. The location for these lies near the boyndagion of the p+ and the depletion
layer, where the dopings of the two different regions caugaurities in the crystal. These impu-
rities depend on the quality of the epitaxial manufactugimgcess of the APD, and selection of
detectors exhibiting low dark counts, i.e. having a lowember of impurities, provides detectors
with low dark count rates. The creation process is also gmgeby Poisson statistics and is expo-
nentially dependent on temperature. Through cooling ofiitector the amount of dark noise can
be significantly reduced by about one magnitude per 8-10=@sgsf cooling.

Characteristics of APDs used in OPTIMA

OPTIMA uses commercially available avanlanche photodidédé®Ds) modules by Perkin & EIn@'
(see figurd2]7) to detect incoming photons. The dark noismahdividual APD is unique, the
manufacturer only guarantees an upper limit for the devitas APDs used in OPTIMA have dark
count rates of roughly 50 counts per secand [PQ)?]’he “FC-15"-class APDs from Perkin &
Elmer are selected individual devices that have been téstexhibit the guaranteed low dark rate.

The Perkin & Elmer APDs are sensitive over a range fifié nm to 950 nm [Per07], covering
the visual part of the spectrum to the near infrared (seed[gLB).

APD Signal readout

The APDs used in OPTIMA have a response time@j ps to a photon hitting the detector area
[PerQ07]. Both this time and the transit time ©f 7 ns through the2 m long fibre are negligible
compared to the other uncertainties of the timing of the DAQ.

On detection of a photon, the APD electronics creates a TTtepaf length of 8 to40 ns,
followed by a dead-time of0 — 50 ns, where the electronics of the APD module actively quenches
the avalanche process in the detector.

A peculiarity of APDs is that withinl0 ns after the photon absorption in the bulk region self-
illumination through photons generated within the bulkioegis possible. These photons have
a broad spectral distribution (mainly in the IR) and can Héected back onto sensitive regions
triggering another avalanche. This happens on atime stalews [Per07]. In case of the OPTIMA
system the read-out times of the TTL pulses4yes in the currently used DAQ (see chapiér 3), so

%Each avalanche process constitutes a stochastic prooelgsissnot the same for each detection, and the resultant

number of created electrons can differ.
2perkin & Elmer SPCM-AQR-15-FC type avalanche photodiodes
2ISPCM-AQR-15-FC are cooled by two stage Peltier elementtefoperature-stabilized operation.
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that this is of no concern. Depending on the reaction timdefiiput lines of the improved DAQ
hardware, self-illumination must be taken into account.

The Perkin & Elmer APDs are specified for a maximum guarantemat rate of 2 million
counts per second, because of heat-up of the detector dlattbese high count rates [Per07].

In recent years great progress has been made in the deveibpimisvo-dimensional single-
photon counting detectors using multi-anode micro-chhamays (MAMA) [MBSKO03], e.g. on
the TRIFFID camerd [Red91] or as compact solid-state date{VP04]. Due to the advantages
of 2-dimensional single-photon arrays, these will be moeyaent with optical observations in the
future.

2.3.4 Data Acquisition System

As with any other astronomical instrumentation OPTIMA riegs a reliable form of data storage.
Especially OPTIMA's ability to record the arrival time fovery single photon detected puts a high
requirement onto the DAQ system. It must be both accuraterind of timing and must be able to
sustain high data rates.

OPTIMA's DAQ had been developed in tight connection with tast of the instrument as part
of a Ph.D. thesis projedt [SirD1]. The DAQ system performs tasks:

¢ time tagging the registered photons with the GPS time signal
e writing photon events to permanent storage

The details of the DAQ system, its principle of operation ahdrtcomings are described in detall
in chaptefB. The development of an improved DAQ system foFIBRA, which is the topic of this
thesis, is laid out in detail in chaptier 4.

2.3.5 Optima Control Computer

A peculiarity about fibre-fed systems like OPTIMA is the diffity associated with target acquisi-
tion. In observations with CCDs a pointing accuracy withireac minute is adequate to acquire the
target of interest in the field of view. Positioning an indwal star on an optical fibre only slightly
larger than the diameter of the star’s image in the focalglarfar more difficult. The mechanical
construction of the telescope’s drive does allow positignivithin the limits of sub-arcseconds, but
most telescope control software does not offer such a dedrecuracy.

For that purpose OPTIMA uses direct access to the TCS to $ewihg and off-set commands
to the telescope drive. This is done via a microcontrolleticethat interfaces the OPTIMA control
computer with the serial input of the TCS.

In the case of the Skinakas telescope control system, theooictroller imitates the signals
generated by the keypad of the “hand paddle” to off-set tlsedpe. The hand paddle control of
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course allows only relative positioning. Using informatioom the field view unit CCD camera (see
also sectioiiZ.311) relative positional information altbetfibre bundles’ location can be calculated.

The OPTIMA CCD camera images the current field of view of thesigope via the focal mirror
(see section2.3.1). Figure 2110 shows a screenshot of thiéd@Pcontrol software. It offers con-
trol panels for CCD readout, while the acquired image isldig in DS@. The OPTIMA control
software was developed as part of a Master’s thésis [Stelid]thhe aim to improve the OPTIMA
photometer/polarimeter into a quick-response systemldavglrompt observation of Gamma-ray
burst optical afterglows (see sectionl2.6).

Furthermore the OPTIMA control computer uses the open sastronomical software Xephem
[xepO7] to provide an easy method for target acquistion ttbasmical sources of interest. UNIX
scripts and Xephem'’s built in telescope serial device supgmw to select a target in the catalog
or the “sky view” to which the telescope slews on request.

Apart from these control tasks, the OPTIMA control compuiffers quick look photometry
of other sources in the CCD image via IF@FNSO, semi-automated focus adjustment is done
through the control application. A script steps througtiedént focus positions and measures the
FWHM diameter of a selected star in the image. A fitting alifponi computes a parabolic fit to
the data and the user verifies the correctness of the fit. Taathe best focal point for OPTIMA,
depending on temperature, can be found at the beginningeoy ebservational night.

In the previous system the manufacturer supplied CCD softwaas only used for read-out.
The position of the stars with respect to the fibres were agbbly eye only. The rewritten software
allows to use pixel information in the image to automaticgitnerate suitable TCS commands such
that a star chosen in the CCD frame is easily positioned orob@PTIMA's optical fibres. Espe-
cially with respect to early observations of GRB afterglpwss essential that the target acquisition
process could be accelerated in such a way (see s€&cliolS2e6H].

2.4 Operational Modes

OPTIMA was intended as a high-speed photometer for obsensgbf faint, strongly variable
sources. The principle of picking up light with optical fibrat the focal plane of the telescope
allows (relative) photomeé. Differential photometry requires the comparison with anstard
source. Due to the difficulties involved in aperture-fibretinments (see sectibn 213.2), a moveable
fibre must be placed on a suitable standard star in the fieldeagdience target. OPTIMA'S current
configuration is not equipped with such.

OPTIMA's “white-light”@ photometry allows to observe an object’s luminosity in tierall

22DS9 is a commonly used FITS viewer with image examinatiortions [JVO3].
ZIRAF = Image Reduction and Analysis Facilify [ird06] devgdd by the NOAO.
Z%OPTIMA can do relative photometry on objects with respeqitioton counts the APDs register (see sedfionP.4.1).
250PTIMA has a mount for a filter wheel, which was used to do filteobservations a couple of times, the usual
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Telescope site Year campaign was carried out

La Silla2.2m Chile 1999, 2000

Mt. Stromlo  Australia 2000

Cananea Mexiko 2001

Skinakas Crete 2001, 2002, 2003, 2004, 2005, 2006, 2007
Calar Alto Spain 2002

NOT Canary Island 2003

Sutherland South Africa| 2004

Table 2.1: OPTMA Observational campaigns

spectral range of the APDs used, but it is not possible tindigish between higher or lower bright-
ness in parts of the spectrum, e.g. the “red”, “blue” or “greeontributions to the object’s overall
brightness. Comparison to observations done by otherrastrizal instruments that usually use
filter systems, must be done by converting the filtered olagiemval data.

OPTIMA has been used successfully at different telescapelei last seven years (see table
[Z32), yielding unprecedented results in high-time resmfuistronomical observations [KSSB01]
and [MBSKO3].

2.4.1 Photometer

The photometer mode is the most often used mode for obsamgatvith OPTIMA. In this mode
the light from the telescope optics falls directly onto tHards in the focal plane and photons are
registered by the APDs at the other end of each fibre.

In this mode the hexagonal fibre bundle along with the baakgtdfibre is used, thus, eight
channels are recorded by the DAQ simultaneously. As mesdion sectiod 2.3]2 the hexagonal
arrangement of the fibre bundle allows observation of thecsoand its surrounding background
simultaneously.

Due to the fact that both transmission efficiencies and APBater responses differ, the count-
ing output of each channel must be calibrated. This is doneégsuring a diffuse light sou
and calibrating against one of the fibres as reference.ddsteusing the diffuse light sou@ecali-
bration can be done against the target fibre, while all fibresreeasuring sky background under the

operation is in white light though.
ZOPTIMA-Burst is equipped with a switchable diffuse lightsce, called AROLIS=Artificial OPTIMA Light Source,

to do this calibration measurement.
2'This would correspond to a dome flat.
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Figure 2.11: Birefringence in a Quartz crystal acts as arjzitg beamsplitter

assumption that the dark sky is uniform over a region-@f.5 arc mi@(see chaptdi 5 for details).

The resulting photon counts in all channels are a relativasme of the light flux from the target.
Alternating observations of target star and a referencecatabe used to perform non-simultaneous
differential photometry with photometric standard stars.

2.4.2 Parallel Wollaston polarimeter

In 2002 OPTIMA was equipped with a rotating polaroid filtetgrameter to do polarimetric obser-
vations of astronomical objects [Kel02]. Polarization su@ment with a rotating polaroid filter is
subject to the following constraints:

e one polarization component can be determined at a time

e only slowly varying (or periodic) objects can be studied

e polaroid filters typically transmit ca. 64 percent of pagbfiolarized light
e transmittance is dependent on the wavelength

The problems linked to polarimetry with polaroid filters lemlthe decision to build a more
sophisticated polarimetric extension of OPTIMA utilizimgparallel Wollaston prism, based on
birefringing crystals, to allow measurement of the full sElinear Stoke’s parameters in each time
bin [MOE].

In birefringing crystals an incident light beam encountsve configurations of crystal lattice.
Depending on the orientation of ifs field vector, the interaction with the electrons in the aa/st
lattice is different. Thus, different polarization direxts experience different refractive indices,
when passing through the birefringing crystal. Passinguipin the material the light beam is split
into its two polarized vector components (see fiqurel2.11).

ZThis corresponds to a sky flat in CCD astronomy terms.
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Figure 2.12: Parallel WollastofiiO, prism with darkened glass plate inbetween both prisms
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Figure 2.13: Schematic cross-section of the OPTIMA parsiellaston polarimeter [\€]

The quartz in the Wollaston prism manufactured by the B.édaimpany in Berlin, acts as
a polarizing beam splitter, since both orthogonally congmis pass through. The ordinary and
extraordinary ray differ by approximately .

Since two polarization vectors perpendicular to each ahenot sufficient to yield an unambi-
gious solution to the polarization angle of the incidenhtigeam, the OPTIMA prism polarimeter
consists of two Wollaston prisms whose birefringence arkesaated byt5° to each other. The two
prisms are laminated together, with a dark glass plate katwigem to avoid stray light influence
from one prism to the other.

For polarization measurements it is important not to hawe4af mirror in the light path, since
that introduces an additional polarization component.rttepto avoid this difficulty the “OPTIMA
Burst” configuration for the polarimeter was altered in a w@yut the polarimeter directly under
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the focal plane mirror, such that no additional mirror isessary. The light from the telescope’s
secondary mirror falls directely into thgets mum polarimeter aperture in OPTIMA's focal plane
mirror (see figur€Z]2).

Figure[ZIB shows the optical path in a cross-section scieof@DPTIMA's parallel Wollaston
prism. The f/ light beam passing through the aperture is collimated inparallel beam by a
collimating lens L1, such that the two halves of the paraNellaston prism are illuminated evenly.
The light exits the parallel Wollaston prism in four diffetedirections, with each pair seperated
by about1® in each prism. These beams are imaged by lens L2 onto fourabgibres with a
diameter o400 ym mounted in an adjustable chuck. These correspond to theizadlan angles
0°, 45°, 90° and135°, where the individual brightnesses allow the mathematieabnstruction of
the polarization angle and degree of polarization of thédident light beam. The construction
details and mathematical treatment of polarization asmgdikin [MO€].

The new parallel Wollaston prism in “OPTIMA Burst” has sealeadvantages over the old rotat-
ing polaroid filter version. It measures the three lineak&sgarameters I, Q and U simultaneously,
thus the time resolution for polarization measurementoig anly limited by the DAQ. The light
loss in the optical lens system and thi&)s itself is negligible and fainter sources can be observed.

The only disadvantage lies in the fact that only the targegé spot of the surrounding back-
ground or a reference star can be placed on the polarime¢etuap at a time, where the rotating
polaroid filter polarized all the light in the field of view wdfi allowed measuring the degree of back-
ground polarization simultaneously. This was particylamportant in measuring the polarization
of the optical pulses of the Crab pulsar [KSKE05].

Currently the OPTIMA polarimeter is restricted to the meagwent of linearly polarized sources,
but the mechanical mounting has space for/a plate that will be able to be moved into the light
beam in front of the Wollaston prisms to allow measuremehtsroular polarization on request.

2.4.3 Spectrometer

Another optional component of OPTIMA is a simple 4-colouespometer. Through an optical
fibre pickup in the focal plane mirror (see section 4.3.1,if3jgure[Z2) light of a target star can
be fed into a prism.

A 60-degree dispersion prism spreads a spectrum ff@dmm to 900 nm over1.1 mm at its
exit side. Four fibers a¥20um diameter mounted on a three-axis micrometer stage can bsted]
to pick up four “colours” out of that spectrum simultanequsDue to low optical quality of the
prism used and the small fill-factor of the pickup fibers thectpmeter has an overall efficiency of
5-10 percenl [KSDOE]. It was primarily intended to extend OPTIMA's photonietmeasurements
to observations of variations in different “colours” of mat bright sources (e.g. Cygnus X-1).

2%/8 is the focal ratio of the Skinakas3 m telescope where the OPTIMA Burst polarimeter has been wsedte.
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Figure 2.14: Schematic of the prism spectrograph for 4tggithotometry [KSD 0]

This should give information about timing correlations iffatent spectral bands and about colour
variations during outbursts.

2.5 Scientific goals

In order to observe physical processes in the universe #pidn on small scales, high time res-
olution is essential. Amongst this class of objects aregps|scataclysmic variables [KK®3],
black hole candidates [KSSBO01], Gamma-Ray Bursts and affjects. The “light time” links the
smallest observable structures to their time variation.oéree that varies on a timescale &t is
thus expected to be of sizkx ~ c¢- At. In the case of smaller or extending objects, e.g. a GRB
fireball, the early phases of these objects are thus peidiedidates for observations with high time
resolution instruments such as OPTIMA. At later stages,revtiene resolution is not the most im-
portant parameter anymore other instruments, e.g. CCRIlwasreras, are more suitable. With the
improvement of OPTIMA over the last years, it became a palgity useful tool to study the whole
range of the aforementioned variable objects.

The following section will describe a few of these compagdeots that have been studied with
OPTIMA in more detalil.

2.5.1 Pulsars

Pulsars are neutron stars that show pulsations in theirs@migharacteristics. Neutron stars were
only objects theoretically predicted to be the final restilstars exploding in a supernova, result-
ing from equation of state calculations by Baade and Zwick$934 [BZ34]. The discovery of
radio pulsars/[HBP68], and later the detection of their optical pulsar emis§@DT169] provided
observational data for the theoretical interpretatiorhese objects.

Neutron stars are compact stellar objects with radii ofléa— 15 km. They have masses be-
tween 0.2 and 2.0 solar masses, depending on the mass ofotenjior's core that collapsed in
their creation. The one to two solar masses of the progénitore collapse until electron degener-
ation is overcome. The increasing density forces electirtosthe nuclei of the core and electrons
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Figure 2.15: Canonical model of a neutron sfar [DR03]

and protons combine to neutrons. Thus, a neutron star ¢emdiaeutrons or neutron-rich nuclei,
depending on the depth from its surface. The resulting tlijea very dense star with 1-2 solar
masses of neutron matter in a volume 0f— 15 km. The resulting densities are up1o'® kgem =3

in the core, which is thought to be of solid neutrons.

The energy source of pulsars lies in their rotational eneffjye energy radiated must come
from a reduction of their rotational frequency [Gadl68]. Themission is mainly governed by the
interaction of charged particles ejected from their swfaith the strong magnetic field extending
into the surroundings of the neutron star. The details addhgrocesses will be explained in the
following section.

Magnetic fields of Pulsars

Neutron stars possess a strong magnetic field. In the cellajphe progenitor star, the conserva-
tion of magnetic flux leads to an increase in the magnetic §iglehgth from some00 G in a main
sequence star t0!? G in the compact neutron star. The magnetic field governs méattyecob-
served properties of pulsars. The period increase of thie @rsar was first measured by Richards
and Comella in 1969 [RC69] and Franco Pacini had already shbat the observed slowdown in
the period of pulsars implies a high magnetic fiéld [Pac68je Tollowing effects are depicted in
figure[ZTh:

Outside the neutron star the strong magnetic field dominh&eforces on charged patrticles. It
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is strong enough to eject surface electrons from the polas chthe neutron stalf [GJ69], which
leads to high-energy particle generated synchrotronioadiike it is observed for example in the
Crab pulsar. The dipole’s misalignment with the rotaticewéb causes a “lighthouse” beam pattern
that can be observed at the rotation frequency.

The rotating magnetic field also induces an electric fieldclwhextends out to a region limited
by the “light cylinder”. This is at a distance. = ¢/ from the neutron star, where a co-rotating
(angular velocityf?) extension of the neutron star would have a radial velodifyat to the speed
of light, c. Within the light cylinder a high-energy plasmaionised particles exists. These are
confined to a magnetosphere that co-rotates with the nestaonThe magnetosphere is the source
for the observed beam of radiation emanating from the pdldsemeutron star.

Also the neutron star’s interior interacts with the magnétld. The neutron fluid contains a
small number of free protons and electrons that are strazmipled with the magnetic field. Since
the magnetic field is bound to the particles in the solid ctbre pbserved rotational frequency of the
electromagnetic beam is the same as the core’s rotationaddpelrhe upper layers of the neutron
fluid that can penetrate the crust are not as strongly couplédte magnetic field and can rotate at
a different rate. The coupling can change suddenly, leattiraystep in the rotation rate. This is
sometimes observed as a so-called “glitch” in the pulsagt curve [LG98].

Emission characteristics of pulsars

Pulsars usually emit energy across the whole range of thr@beagnetic spectrum. Energy output
has been observed in all wavelengths from radio to UHE

There is highly variable and highly polarizeddio emissionthat emanates from a height of
a few stellar radii above the magnetic poles. The high intiessof the radio emission cannot be
caused by thermal emission or by incoherent synchrotrossaom processes. The magnetic pole
origin is supported by the observed pattern of linear ppédion that swings by an angle up80°
in an integrated pulse. There is usually also a circularkagimed component observed close to the
centre of a pulse.

Optical emissionis only observed from young pulsars or rejunivated pulsalsnary systems.

It originates from a different region than the radio emissidoser to the light cylinder. The contin-
uous spectrum is caused by charged particles, mostly ehscémd positrons, which are confined to
travel along the magnetic field lines. These charged peastithvelling at relativistic speeds along
magnetic field lines emit synchrotron radiation.

The observed emission cannot yet be fully reconciled widotitical models of pulsars. The
“outer gap model”’[[RY9B],[ITSHCU6] and the “polar cap modfiPH8Z] reproduce the intensity
light curve in good agreement with observations of the Cnalegr. Yet, they cannot completely
explain the polarization characteristics. Newer modethsas the “striped wind model [KSGD2]
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and the “two pole caustic model” [DRD3] seem to give qualitaexplanations for the polarization
characteristics.

The striped wind model assumes the emission region to béwtith toroidally wound magnetic
field lines at distances of ca. 10 to 100 light cylinder radlhe two pole caustic model assumes the
emission region lies just outside the closed field lines, retopen magnetic field lines occur, and
the observer can see alternately the two poles. The maie pnid inter pulse are then caused by
the caustic superposition of photons emitting at diffetexights above the neutron star.

Search for optical pulsars

OPTIMA was intended to provide an instrument for the seamrhoptical pulsars. Most pulsars
were initially discovered in the radio. The first identifieptical pulsar was PSR B0531+21, the
Crab pulsar, in 1969 [CDT69], shortly after the initial disery of radio pulsars. Only a small
number of pulsars have been found that show optical putsatddany optical pulsars are older
pulsars that have been rejuvenated by spin-up processdsrarg partner [LG98]. The difficulties
in searching for pulsars lie both in the sensitivity and timsolution of suitable instruments to
search for optical emission of pulsars.

Most known pulsars are weak light sources, mostly havingalimagnitudes dimmer tha2™,
with the exception of the Crab pulsar that has a visual madaiaveraged over the period1@f6™.

The search for optical pulsars starts with looking at psl$aat show pulsations in the radio- or
gamma-regime. The question is then whether these also shiivalovariation at the typical rota-
tional period of the pulsar. Only a small fraction of the taaergy is emitted in the optical region.
This requires long integration times with ground basedrimséents or highly sensitive detectors,
like avalanche photodiodes, to be used to detect faint pelsstted by the pulsar. Another problem
lies in the fact that due to their rapid rotation, a conseqaef the progenitor star’s contraction and
the conservation of angular moment, the pulsation periooptital pulsars is very short. Slower
pulsars have periods of about one second. There is also aemwhfast, young pulsars of periods
of less than a second and a small population of pulsars withaoond periods (see figure 21 16).

Thus, instruments such as OPTIMA that provide high timeltgigm with a good signal to noise
level are required to search for pulsars. Up to the time ofing;j only a few sources that show op-
tical pulsations have been confirméd [SG02]: PSR B0531+24k(@ulsar)[[CDT69], PSR B0833-
45 (Vela) [WPM'77], PSR B0540-69 [MP85], B0656+14 [SRG7] and J0633+1746 (Geminga)
[SGHT9q]

High time resolution of the Crab light curve

OPTIMA's performance was first demonstrated with measungésnef the Crab light curve in 1999
at the Calar Alto observatory in Spain. An unfolded lightveu(see figur€hl2) clearly reveals a
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Figure 2.16: Distribution of the periods ef 2000 known pulsars as o25" September 2007,
generated from the Australia Telescope National Facilitis& Catalogue sité [atn07], IMHTHO5].

train of main pulses and inter pulsés [SK501].

Through folding a better signal to noise ratio for the lighine can be obtained (see sec-
tion[R.11). The resulting light curve (see figlire2.17) @ thain pulse and inter pulse showed
full agreement with measurements done with the high-speetbpeter aboard Hubble.

The high time resolution of OPTIMA, currently us, enables the search for example for changes
in the light curve. These are thought to be related to the etégfield generated in the core
of neutron stars (see section above) or due to precessioexémple in the relativistic pulsar
B1913+16 [Kra98].

Polarization measurement of the Crab pulsar

As mentioned above radio emission from pulsars is highhagimtd. Optical emission shows far
less polarization, but current models predict polarizedssion from certain regions (see section
above), although these models cannot yet be brought intagutement with observational data.

Observations with OPTIMA's rotating polarimeter in 200kfpemed at the Calar Alto observa-
tor@ supplied high time resolution polarization measurmenta®fCrab pulsar and its surrounding
nebula (see figuleZ118).

The light curves show that the Crab pulsar emits highly fiméar optical emission, particularly
in the bridge and the “off-pulse” phase. Also the polarizatproperties of the main pulse and
the inter pulse are very similar. Comparison with the radiove shows that the minimal optical
polarization degree is at the phases of maximum radio eonisgi bump in the polarization degree

OPTIMA was used a$.5 m telescope at the Calar Alto observatory on the Sierra deilabrs, Spain.
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Figure 2.17: Optical light curve of the Crab pulsad & s resolution

can be seen on the rising flank of the main pulse and there isdication for such a bump in the
inter pulse, too[SKS07].

2.5.2 Cataclysmic Variables

Cataclysmic variable stars (CVs) are binary systems, aantpa white dwarf of typically 0.3 to
1.3 solar masses as the primary and a red dwarf or a late mairersee star as the secondary.
These revolve around each other in close orbit, usuallysidces of only a few hundred thousand
kilometers. At this small separation the larger secondtayflls or even overfills its Roche lobe.
The Roche lobe determines the region, where material ofrdssemtirely bound to it. If the star
overflows its Roche lobe, the material that passes the Lg@nampoint L1 between the two stars
experiences a net force in the direction of the white dwad @epending on its kinematics, might
eventually be drawn towards it.

This stream of material from the secondary to the primargdea a series of effects. In con-
trast to "normal” stars that vary only on small scales andlstimescales, CVs show changes in

magnitude, outburst and flares on small time-scales of hairsites or even seconds in their light
curves.

Although the secondary star with a radius of about @2E5is much larger than the white dwarf
with a radius of a few 1000 kilometers, it is by far cooler, paratures are c2900 K and60000 K
respectively. Thus the overall brightness of the white dwatshines its companion. In an eclipsing
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Figure 2.18: High resolution optical polarimetry of the Braulsar [SKSO7]

binary the orbital plane is entirely or nearly lying parbatiethe line of sight of the obser\@, and
the two stars are eclipsing each other at the orbital peidden the secondary eclipses the much
hotter and brighter white dwarf, this can be seen as a degysedh the lightcurve.

Types of CV

Despite their similar nature, cataclysmic variable staesctassified into different types, depending
on the properties of their light curves, which are influenbgdhe following effects:

The hot white dwarf in CV systems is often surrounded by anedion disk of material accreted
from its companion star. Dynamical processes in the diskse by the interaction of gravitation,
viscosity and differential rotation within the disk, leaadistinct features that can be observed in
their light curves. The light curve is a superposition ofth# effects causing emission in the CV
system: The hot primary, the cooler secondary star, enmidsan the extended accretion disk,
the accretion stream from the secondary to the primary am@dbretion spot where the accretion
stream hits the disk (or the white dwarf’s pole in the case afinetic CVs).

The naming scheme of CVs is based on the principal reprageota class of physical be-
haviour which often was only later discovered to be not aatam of another ty[@, but to consti-
tute its own type. Amongst others are Novalike CVs, AM Her, &Mn and SU UMa CVs.

lnclination angle, i, close t60°
2Classification according to AAVSO.
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Novalike CVs are the prototype of a Cataclysmic Variable rghiee material flowing from a late
type main sequence star onto a white dwarf eventually buitd® such high densities that nuclear
reactions start again on the white dwarf, leading to a massinput of energy that can be observed
as a brightening of several magnitude decaying over thediradew weeks. AM Her type CVs are
systems where the white dwarf has a strong magnetic fieldhwirevents material flowing from the
mass-donating star to form an accretion disk. Instead theriahis funneled along the magnetic
field lines and impacts at the poles of the primary.

OPTIMA has been used in observations of several CVs in theyeass [SKS01] and [Str01].
During the "OPTIMA Burst" campaigns in 2006 and 2007 (sedisa@.8) observations of the AM
Her type CV HU Aqgr were carried out, and their analysis is enésd in this thesis (see chapfér 5
sectio&.R).

2.5.3 X-ray binaries

X-ray binaries are binary systems with strong emission @ Xhray region, indicating that non-
thermal processes are the source of the high energy emissi@y binaries are classified into Low
Mass X-ray Binaries (LMXB) and High Mass X-ray Binaries (HMX depending on the type of
companion star. The primary is either a neutron star (s¢®e€5.]) or a black hole. LMXB have
a low-mass, late-type star as companion with a luminositghriower than that emitted in X-rays.
Typical orbital periods are of the order of a few hours or da@bservations of an object of this
kind, Aquila X-1, are presented in chapkér 5.

In HMXB the secondary is an early-type giant or a supergi&nie to the higher mass of the
companion Kepler's laws dictate that the orbital period$HdfXB must be longer than those of
LMXB. The periods can be a few days to hundreds of days. Gaiaélobservations of optical and
X-ray emission in a multiwavelength campaign performechv@PTIMA and XTE to investigate
the nature of the black hole candidate XTE1118+480 wereighdd in [KSSBOI].

The X-ray sources in LMXBs and HMXBs are often surroundedHigkt accretion disks. The
processes of material accreting onto the disk dominate they>emission and by far outshine the
luminosity of the primary and secondary.

X-ray pulsars are a slightly different class of object. Tase accreting neutron stars in binary
systems that do not show pulses like those of the high-engsgpng pulsars. The source of this
X-ray emission is non-thermal and thought to originate frortter that falls from the secondary
onto the compact object. The strong magnetic field funnedsntlatter along the magnetic field
lines and close to the magnetic poles high-density shoalesveause the observed X-ray radiation.
Examples of X-ray pulsars are Hercules X-1, Centaurus Xe3the Small Magellanic Cloud X-1.
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2.6 "OPTIMA Burst” campgain

In 2004 OPTIMA underwent a major redesign to make the instninsuitable as rapid-response
instrument for the observation of Gamma-Ray Burst aftevgl{5te04]. The scientific aim of the
“OPTIMA Burst” campaign was to observe the GRB afterglowniras early as three minutes after
the initial trigger.

The University of Crete (UOC) operated 8 m telescope on Skinakas mountain, near Iraklion
on the island of Crete. Close cooperation between the MarcRlinstitute for Extraterrestrial
Physics and UOC presented the opportunity of OPTIMA beirggles a guest instrument for three
months periods in 2006 and 2007. In both years two long-téamdby observational campaigns at
the Skinakas observatory were carried out.

The Skinakas observatory is located 8a.km from the city of Iraklio, which deteriorates light
conditions on the Eastern horizon, but the seeing conditadra height o1 800 m in the Ida region
are amongst the best in Europe [BSM].

The telescope itself is a Ritchey-Chrétien design, whicdgsign to minimize optical aberra-
tions. The primary mirror has a diameter of 1290mm and theesy$as a focal length @857 mm.
This results in the previously mentioned f-ratio of f/D =Z.@ he telescope has an equatorial mount
by DFM Engineering and its comparably small size allows #lew quickly. The mounting slews at
a maximum speed & 5°s~1, so it can reach any point on the sky within abb s [Ste04], which
makes it suitable for rapid response observations of Ganapnaurst afterglows in the optical.

During the “OPTIMA Burst” campaigns in 2006 and 2007, selexents triggered OPTIMA
observations. For example OPTIMA observed a X-ray tramsibject, which showed a gamma ray
outburst and triggered a GRB message, “GRB070610", dig&ibto the GC@ [SSKT07]. The
Skinakas observatory granted OPTIMA considerable amanintdservational time, so that sec-
ondary science targets could be observed. Some of the aliseiw taken and the results obtained
are presented in chapfdr 5.

33NASA's Gamma-ray Burst Coordinates Network distributesathed notices about the position of Gamma-ray bursts
which are detected by space-based instrumgnts [gcn07].
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Chapter 3

Existing Data Acquisition System

Although the OPTIMA system has undergone various hardwapgdvements since its first ver-
sion in 1998, the concept and implementation of the dataisitign (DAQ) system has remained
unchanged. It was implemented as part of a Ph.D. thesisl[Siiing OPTIMA's initial develop-
ment. Its principle of operation, implementation alonghwis shortcomings and disadvantages will
be described on the following pages, and chdgter 4 is dedidatthe new improved DAQ system,
which was developed as part of this thesis.

3.1 Hardware

As described in chaptét 2 avalanche photodiodes (APDs)s&a@ to register incoming photons that
pass through the telescope and fibres. These generate & Shartilse for every incoming photon.

The challenge for the DAQ is to first register these pulsesthrd associate them with an
absolute time tag. Systems that perform single photon caymtith relative timing, with respect to
a trigger, are commercially available and widely used ireptireas of science. Absolute timing is
not well covered by commercial systems. Thus, in order téegehthe desired time resolution on
the order of microseconds a digital DAQ system, using a GiRSgiined oscillator as an absolute
time reference, was developed in house [StrO1].

3.1.1 Digital input

A digital I/O carcﬂ is used to input the signals of photon events to the DAQ coerptihe card used
offers up to 16 channels that can be configured as input ouguiyhere the current system uses
them only as input ports. Although the DAQ card has no intiegrdogic for processing of data, it
has a buffer for 2048 samples of input states of all chanm&tswill be described in detail in the
next section, this allows it to be used in a hardware-cdetiainode.

INational Instruments PCI-DIO-32HS
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3.1.2 Timing and clocking

The GPS card generates an absolute UTC from the signal of&satellite. The GPS was
intended to provide positional information at virtually pbints on the globe to high accuracy. This
goal is achieved through 24 satellites in orbits of al®iyD00 km altitude that carry atomic clocks
on board. The orbital trajectories of the satellites arevknand using the time signal on board
of the satellite as reference, transmission times of a kigoa the satellite can be timed. Each
signal transmission timing basically restricts the positof the receiver in question to a circle on
the geoid. It can easily be seen that by receiving and tintiegsignal of four different satellites
simultaneously, the receiver’s position in three-dimenal space can be determiHefl‘ he accuracy
of this measurement depends on the ability of high-preaative timing and the knowledge of
satellite trajectories (these are stored in the GPS recaivé updated with information from the
satellites themselves). Although due to the military imaoce of the system, the publicly available
accuracy is deteriorated to a final accuracy of approximateh.

As a side-effect of the working principle of the GPS, the atoaiocks on board of the satellites
can also be used to compute a high-precision time referdihe eeceiver’s position. This informa-
tion is used in OPTIMA to acquire a reliable, precise absotirhe signal. Due to jitter in the GPS
time signal, it is not possible to use it directly as a highegb timing reference. It does provide a
highly stable long-term time reference which can be usedsiipgline an oven-stabilized oscillator
which in turn provides a short-term stable high-speed timin

The GPS card has such an internal oscillator. An oven-gatilquartz oscillator provides
a clock with a very stable frequency, though the desiredugagy can have a slight offset over
longer times (minutes or hours). This creates a noticaldedmracy. The oscillator is referenced
to an averaged measurement of many GPS pulse per seconds{BRe3, thus, avoiding the GPS
inherent jitter. The combined time signal is then used to pemsate the oscillator’s internal drift
on regular intervals. Combining the short-term stabilityhe oscillator with the long-term stability
of the GPS PPS signal, a clocking error of less than 5 oubdbscillator cycles can be achieved.
Since the oscillator is adjusted with the GPS-generataection on the order of 1000 seconds, it is
guaranteed that the time signal used in OPTIMA never loosEsrplete clock cycle [Str01]. The
GPS card’s internal oscillator can be tuned to frequendiem ¢o 10MHz.

A stable time reference through the GPS-disciplined @goillenables absolute time tagging of
photon events. A related problem is that the input stateleoéligital I/O card must be tagged with
that absolute time on read-out.

The 1/O card’s input states can only be read through pollingegular intervals. On a non-
realtime operating system this cannot be guaranteed. Théeosptaken in [SirOl] is to do as

2At least 4 (see chaptEl 2)
3The Datum bc627AT GPS card provides a time signal with anracgwf2 ys.
“4To solve a system with four unknowns, (at least) four equatire needed to acquire a solution.
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much of the time tagging as possible in hardware. The Ndtiosgument’s card can be externally
triggered on one of its input channels. By feeding the acifl clock output signal generated on
the GPS card into one of the I/O ports of the DAQ card, regulggéring on the exact oscillator
interval timing can be achieved. On every clock trigger thyui states of the 16 1/O ports are
sampled and written to the DAQ card’s internal buffer. Th&dsuonly holds up to 2048 samples
and the card does not possess any logic to sort out input elsamtich state was zero, i.e. no
photon event was registered. That means that the triggeasting of input states to the interal
buffer is an intermediate storage.

Depending on the polling frequency the GPS card’s oscillstget to, this internal buffer only
holds up to a few miliseconds of data. Although the computasdnot have to guarantee real-
time processing on the clock interval anymore, that meaatsttie DAQ computer must read out
the card’s buffer regularly before a buffer overrun occdrse system currently u%dh OPTIMA
showed in laboratory tests to support a clock frequency ab@30 kHz.

The OS must copy the internal buffer to the computer’'s RAMeast every SrHs The solution
adopted in[[Str01] is to allow the DAQ application to acquaienost all processing time of the
Windows98 operating system. Although Windows98 alreadypstts pre-emptive multitaskiﬁg
this is achieved by quitting all unnecessary running pnogr,zand increasing the priority setting of
the DAQ application.

Should an overrun of the DAQ card’s internal buffer occurobefit is being read out, this is
flagged by the DAQ software and the user notified. The last gladd samples are saved to hard
disk and the observation stopped. Since reading the DAbaoff regular intervals is so critical,
this means that the DAQ PC should not be used for any othes thsk reading out the DAQ and
saving the data.

Input signal shaping

Because the TTL pulse generated by the APD itself only hadse puidth of9 ns that occurs at an
arbitrary time within the clock interval of us, it would only be registered if it is coincident with
the trigger pulse. The DAQ card is triggered on 25 kHz oscillator signal and hence the APD
signals on the card’s I/O line must be stretched to a length/®50 kHz = 4 us, so that a TTL
pulse is not missed during the interval (see fiquré 3.2). iBhid®ne by pulse shapers that extend the
9 ns TTL pulse to the clock interval length. If an incoming phoismegistered by the APD within
the clock interval, that input level will be raised, theus pulse will coincide with the clock trigger
and be registered as a detected photon.

°A 700 MHz Pentium-I1l PC.
62048 samplegh0 kHz = 8.192 ms of measurement time
"Pre-emptive multitasking is a multitasking method schedWly the Operating System, which divides time slices

between all running processes.
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Figure 3.1: Electronics rack that peforms signal shapingRiD output pulses

The difficulties of this method to register the photons witfiked interval lengths with external
triggering will be explained in the following secti@nB.2 tire DAQ software system.

3.2 Software

This section deals with how the hardware clock is impleminiedetail with the software reading
the internal buffer, creating correct time tags and saviregécorded data. A custom designed soft-
ware then tags the registered pulses with a time stamp,ngrom a standard PC with Windows98.

The choice for this solution instead of a real-time operasgstem were mainly due to cost
efficiency and easier development[Sir01]. Also, the easjglacability of standard PC components
played an important role for the OPTIMA system.

3.2.1 DAQ timing

Figure[32 shows how the GPS PPS, oscillator clock signalle@ software perform the mea-
surement of the input states of the digital I/0 card. If the@ogoftware is set to record data (3), the
measurement ist started on the next GPS PPS signal (2). Reanon, at eac50 kHz oscillator
pulse (1) the input states of the data I/O card (5) are samplisd internal buffer. The DAQ card
possesses no internal logic, so it can only dump the the 2iByte word to its buffer. The buffer
can take 2048 samples, which corresponds to a measuremendftica. 8ms. This poses the limit
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setting of control software (4) Index number of clock in&dr(5) Signals of APD detector

for the DAQ system to regularly empty the internal buffer ke 1/O card to the computer's RAM.
It is a far lesser constraint than theus reaction time, if the polling had to be done entirely in soft-
ware, but still means that the CPU of the DAQ PC should not bayerform any other tasks than
pushing data.

3.2.2 Difficulties with DAQ polling

Triggering on a fixed pulse length causes two difficultieshim data acquisition process:

e The pulse length of input sighals must correspond to the DidQkdrequency

¢ If more than one photon arrives in one interval they are detkeas a single event

Pulse length

First, the pulse length created by the shaping electronicst match the clock interval length very
accurately to create a possibility close to one to detecheaaniing photon. If it is too short, a
photon might not be registered, because the input pulsetmagicoincide with the clock trigger.
On the other hand, a pulse length that is too long, can canaith two clock triggers and hence
one photon would be registered as two events. The NIM eleics@llows precise shaping of the
pulse, so that these two requirements can be met and thelyiligbi@ register a photon that arrives
in the APD is practically one (see figure13.2).

Secondly due to the fact that one event already raises the feyel of this channel and the
pulse length is stretched to the clock interval length, @sdghoton arriving in the same interval
at the APD is not detected.
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Pile-up of photons

With observations of brighter sources, the inability toetetwo photons in the same clock interval
leads to a pile-up effect. The higher the intensity of theeolsd target, the higher the probability
that more than one photon arrives in one clock interval.

The probability of the number of photons per clock intenal the given intensity of a target
is governed by Poisson statistics. Thus, the probabjity,of falsely detecting only one photon,
even though k=0, 1, 2,...N photons were incident in one clotderval, can be calculated from the
Poisson distribution formula:

e
Pp=7ce ,(k=0,1,...) (3.2)
where
. expectation value of photons per clock interval

k :actual number of photons per clock interval
pi . probability of k photons per clock interval

and a constant average number of photons per time inteéralAT - I is assumed, witlAT being
the length of the clock interval and | the average photon tsopar second.

The dependence of the probability to detect only one photothe actual number of incident
photons is shown on the graph in figurel3.3. If an error of 1 gu&ris deemed acceptable, the
Poisson formula can be used to solve for the count patethere that limit is met:

0.01 > F-e*A (3.2)
=2

Instead of evaluating an infinite sum, the property of pralighP(A) = 1 — P(A) can be used for
an easier calculation of the probability of having two monefons in one interval, in the following
way

PE>2=1—po—p1 (3.3)

using the Poisson formula and 1 percent confidence valuedbmwe leads to an equation in lambda
00l >=1—e*—X-e? (3.4)
Through rearranging it transforms into an expression. fer\
e~ (1) (1+X)> @ (3.5

Substitutingr = (1 + A) and applying the natural logarithm to both sides of the éqoagives an
equation in x:
Inx —x > —-141n0.99 (3.6)
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Figure 3.3: Photon pile-up due to finite polling intervaldofis

Solving for x and resubstituting back g it can be shown that at a photon intensity of more than
37,138 counts per second the confidence level of 1 percent imet anymore.

Such high count rates are not to be expected in observatiopslsars even with telescopes
with large apertur& Furthermore, it is possible to apply correction factossng the known clock
frequency and Poisson statistics, to determine the det@ctaber to the recorded number of pho-
tons to get an estimate of the most probable actual numbeicimfent photons at high count rates
[StrO1].

Internal buffer overrun

The most critical failure of the DAQ process occurs, whenithiernal buffer of the DAQ card is
not emptied on time by the DAQ computer and a buffer overradeo a loss of data. The DAQ
control software can check whether this occurs. In case offatoverrun the running measurement
is stopped, the previous data that was still unaffectedviedsand the user notified.

8The brightest optical pulsar, the Crab pulsar, has only artial count rate of 15,000 counts per second at the
3.5 m Calar Alto telescope [StrD1].
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3.2.3 Event processing

When the DAQ control software reads the DAQ card’s interndfdp, it uses DM.AE transfer to
write the samples directly to system RAM. The great advantdgising DMA lies in the fact that it

is the fastest method of transferring information withia tomputer system, as opposed to copying
data using the CPU.

In the post-processing step, the cycle number (4 Bytes) lmahannel number (1 Byte) are
saved for all channels containing a photon. Along with thevim start time of the observation, the
index number of each measurement cycle allows to computeoitiesponding event time for each
photon in the later data analysis.

3.2.4 Application software
DAQ recording

The necessity to empty the D-1/O buffer on regular intervalsd the fact that the system cannot
provide both fast memory transfer to RAM and to the hard distha same time, does not allow
to save the data immediately to hard disk. When the I@\M filled, the measurement cycles are
stopped and the content of the RAM is written off to hard digkth typical transfer rates of PC
hard disks, this takes a few seconds, during which no phattaid recorded. Once writing to disk
has finished, the measurement cycles are started again aexhEPS.

For every event the software records the corresponding iofiihe measurement cycle number
(4 Byte) along with the channel number (1 Byte). That meamsntaximum index number is
232 = 4,294, 967,296, and the length of a continuous observation & cycle interval is limited
to ca. 17180 seconds, which is 4.8 hours. In practice themmaxi RAM buffer sets a much lower
limit of ca. 10 minutes.

Ratemeter and System status

In addition to storing the data the DAQ application shows atical ratemeters for all channels,
allowing at least some quick-look of photon rates curreatiguring in each channel. Furthermore,
there is a system check application that assures that thec&@Seceives enough satellite signals
to generate a GPS pulse-per-second signal and that the G#PSinternal oscillator has achieved
its equilibrium state. This usually takes roughly 10 miswater startup of the system and the DAQ
can only be started if a correct hardware-clock is assured.

°DMA = Direct Memory Access allows system components to acsgstem memory indepedently of the CPU.
ts size can be set up &850 MB. This corresponds to a total B50 - 1024 - 1024Byte/5Byte = 52428800 events.
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Monolithic Software
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Figure 3.4: The existing DAQ application is a monolithic Bqgtion that performs only recording

and rate monitoring

3.2.5 Disadvantages of the current software

Considering restrictions in terms of project time and al@d# resources the development of the
current software was the best compromise. The detailedméagsfor the decisions taken are given
in [StrO1]. In addition to the already mentioned disadvgataf its monolithic design, there are

three further shortcomings of the current DAQ software.

Monolithic software

The software is written in a monolithic way, meaning all ftiagality is put into only one appli-
cation. GPS status, DAQ recording, ratemeter and even sieghackages are compiled into one
application. Although the user can choose which functibnhahould be used for the problem at
hand, e.g. display photon rates in the ratemeter, start Bs&Qrding, it makes extending the pro-
gram’s functionality difficult.

A change in one part of the application can easily lead tocaffgher parts of the software,
since the whole package is interdependent and has to be péedras a whole. Due to the critical
time tagging of photon events, a change in handling the dataeapoint, might affect the overall
performance of the program in an unforeseen way.

Direct Memory Access and RAM buffer

The performance requirement to empty the internal buffehefDAQ card in short time demands
the use of DMA (see sectign3.2.1). In order to do this at time tof development of the OPTIMA
DAQ software, this was most easily achieved by circumventiremory protection. Windows98 is
the last operating system of the MS-Windows family that atibws applications to access memory
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without memory protection.

Thus, porting the software to more modern versions of Wirklaas difficult and had not been
done in the past years.

Due to the fact that both transfer to memory and CPU perfoom&or event processing meant
bottlenecks in the current software, it is not possible tedhe data to hard disk at the same time
it is stored in RAM buffer. If the software was writing dataf ¢d hard disk, the pure memory
transfer rates would allow so, but the real-time time taggif photon events withi® ms means
that the necessary CPU time could not be dedicated to thedigltdransfer. Therefore event data
is intermediately stored in the RAM buffer and only if thasHzeen filled up, it is written in one go
to hard disk, during which the current observation is intpted.

The intermediate storage of data in RAM means that a softerash leads to loss of data that is
in the current RAM buffer, instead of having most of it alrgand long-term storage on disk. Also,
interruptions of several seconds due to emptying the RAMebwind writing off the data to hard
disk, creates gaps in the recorded light curves.

Pile-up effect

The pile-up effect of falsely recording only one photon dyevhile two, three or more photons
were detected in the APD is a major disadvantage of the fia@zkdhterval. Using the probability
derived from the Poisson distribution this can be corretedo a certain degreé [SirD1].

Because this is a statistical correction, this method tsakiniits. With increasing count rates
the errors increase. At count rates below 37,000 countsrtie is less than 1 percent (see sec-
tion[3Z2). Count rates of 100, 000 photons per second are the current limit of the DAQ software,
where non-linearities dominate [Sti01], and at 250,00Qlpsystem experiences saturation, where
the hardware can not handle the amount of data. Observatidmight standard stars or other bright
sources at telescopes with large apertures become difidhltOPTIMA's current DAQ system, if
high photon rates lead to non-linearities in the count rates

No online analysis

In every astronomical observation it is convenient to hagaiek-look analysis of the object that is
observed. Not as much as to deduce scientific results frdmtitp make sure that the desired object
for observation is in the field and to rule out major instrutaémisadjustments. Astronomical data
reduction is usually a lengthy process and observing timelescopes is precious. Realising that
hours of valuable observing time have been lost due to soofmital difficulty that had been
overseen is extremely inconvenient.

OPTIMA's current DAQ only offers a numeric ratemeter (seafed3.%) that displays a rough
estimate of the counts occuring in the channels being redordt requires both experience with
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OPTIMA observations and good knowledge of the object thaeiag observed to deduce from the
numbers alone what is currently going on.

E Optima - [Ratemeter] M=
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Figure 3.5: DAQ numerical ratemeter for 8 recorded channels

More sophisticated ways of quick-analysis tools such asptdcal plot of the photon rates in
the channels, or an autocorrelation analysis of severaimeia would allow to get deeper insight of
the quality of data, while it is being recorded.

The current DAQ system has been designed in a way that itestiere is writing data to the
RAM and then flushing it to the hard disk. Available computgtems at the time were just capable
to ensure the real-time UTC time tagging of photon eventsdiolnot leave much processing power
for any other operations on the data. It was not advisabledpgrdise data integrity on behalf of
online analysis functionality. Thus, the implementatiod ot provide any interface to access the
data in the RAM to perform analysis routines on it.

The new DAQ software designed in this thesis offers a diffespproach that allows access
to the entire event data stream, so that small applicatianspeovide quick-look analysis of the
observed data, without affecting the DAQ recording process
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Chapter 4

New Data Acquisition System

This chapter covers the design and implementation of theDs@y software for OPTIMA, which is
the main topic of this thesis. The existing DAQ made an adaptf the system to further develop-
ment difficult. The idea for an entire redesign of the OPTIMA@system and its key features are
laid out in this chapter. In addition, reference implem#ates that were done in this thesis project
are given as examples that show the performance of the ne@nsys

4.1 Desire for a new data acquisition system

The shortcomings of the original OPTIMA DAQ had been takdn account when the instrument
was designed and considered not to be of major concern faripi@al purpose of the instrument:
high-time resolution observations of optical pulsars. Hase observations the achievable time-
resolution of 4 microseconds was sufficiently high to obtdie desired results. Furthermore, a
limitation to 250MB of samples (corresponding to roughly x 107 events) was uncritical, since
pulsar light curves were later obtained through foldingud;tshort interruptions in the light curves
could be easily overcome.

After testing and using the original OPTIMA system, the atoal design had undergone
further improvements (see chapiér 2): The greatest impreméwas the use of new fibre apertures
allowing 4-colour spectrometry, and the addition of a potater. OPTIMA has been used for
observations of other highly variable sources, e.g. Cgdatk Variable Stars and in 2005 to 2006
and it had been redesigned to allow observations of Gamgnauest (GRB) afterglows in the
optical.

With these new applications the requirements on the DAQesay$tave increased. Observations
of CVs whose periods are in the range of minutes to Im:)lnwefit from light curves uninterrupted

There exist extreme cases with periods of several minuigsRXS J0806.3+1527 [IPX9], [BRO1].
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by DAQ drops. It is understood that it is rather undesirablentroduce unnecessary instrumental
errors in the data recorded.

Also, as described in chapter 2, the hardware componentsPdiMA are capable of much
higher time resolution. The maximum detectable photon ftudetermined by the APDs, which
have a count rate limit of0” counts per second. In practice heating of APDs at high ratissas
upper limit to the count rate at arour2dx 106, It is therefore very inconvenient to have an even
stricter limit on possible count rates due to DAQ limitasoriEspecially with observations at larger
telescopes high photon count rates can easily exceedrtfits li

Hence, there has been the idea to redesign the OPTIMA DA@rsy&i have a more modern
data acquisition system for the instrument.

4.2 Hardware

As described in chapt€r3.1 the most severe disadvantape ekisting DAQ system is the fact that
the GPS time tagging is done in software. Every multi-tagkiperating system allocates processing
time to all running processes via time slices. Thus, crgatie impression of multiple processes
running simultaneously, while a (single) processor cary eskcute one process at a given time.
Time slices allocation is done by the operating system’s) (@&cess scheduler and can be adjusted
to a certain degree by setting kernel parameters or givirtgingorocesses a higher priority to favour
their execution over other processes.

This causes problems with any attempt to perform accurategdi in software only. The
avalanche photodiode photon detectors output a TTL pulsarraral of a photon, the arrival time
of which has to be recorded. In order to do this it must be edlab the absolute timing signal of
the GPS time. This is implemented using a GPS—discipIinedlEIto drive an oscillator. The fun-
damental difficulty involved in this is to guarantee that ad®ut is performed by the OS on time.
Losing a poll interval of the DAQ card does not only cause thssfble loss of photon events, but
also corrupts the timing counter and results in false phaioival times and thus invalidating the
remainder of this second’s interval. In the existing DAQtsys a stress test was performed in the
laboratory [StrOl1] showing that the computer used as DAQ R€ eapable of performing reliably
a 250 kHz oscillator clocking. A newer PC with a faster CPU, harddisl #O performance might
stretch this limit a bit further, but it must be emphasizedt timprovement of the hardware used
does not alleviate the principal difficulty of having no galstiee of near real-time polling of the
DAQ card.

The solution to this lies in doing the time tagging not in a@fte, but solely in hardware. This
can be done with an accordingly configurEkld ProgrammableGate Array (FPGA). Modern
FPGAs are available with integrated developer kits, suel mfuch work of designing peripheral

2Datum bc627AT GPS card
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circuits to drive the FPGA chip does not have to be done by piptication hardware designer. The
chips can be driven at high clocking rates of ug@® MHz, and therefore reach processing speeds
formerly only achieved by general purpose CPUs. Henceg tisesufficient performance available
to perform the time tagging in the dedicated FPGA, relievimg DAQ computer of this critical
task. The remaining difficulty of building a satisfactory Qystem lies in providing guaranteed
throughput from the external hardware to the DAQ computer sufficiently quick data storage.
This is far easier tackable with modern computer hardwaae this to guarantee execution times.

4.2.1 GPS Timebase and FPGA time tagging

The new DAQ system also uses a GPS-disciplined clock to gemevent time tags for photon
events. The principle of operation of generating a GPSiglised high precise timebase was al-
ready explained in chapter 3 in the case of the existing DARtHe new system an external Trimble
GPS receiver was chosen to provide a fully external hardesstem, together with the planned ex-
ternal USB-based FPGA hardware.

As outlined in the previous sectign#.2 the use of a FPGA coatbboth the advantages of
simple development and application specific operation. ed\companies provide ready-made
development boards that do not only include an FPGA, butthlsaecessary peripheral circuits. In
case of the new OPTIMA DAQ hardware a FPGA module from Cesyschasen.

Via a serial interface the board can initialise the GPS wetepet system status and satellite
information. This information, encoded with the Trimblamstiard interface protocol (TSH?)is
decoded in the FPGA and sent on request to the OPTIMA contnwipater via USB as status
information packets.

4.2.2 USB connection

USB2.0 constitutes an interface, practically universiynd in all modern computer systems, ca-
pable of providing the high transfer rates required for tbsigtd event rates of OPTIMA. USB2.0
allows a net transfer rate of 480Mbit/sec. In practical eggpions transfer rates of 40-50MB/s are
achievable, depending on the host's USB chipset. With 64dittituing one event in a channel
this results in a maximum net rate of about 5 million eventsggeonds. The advantage of using
internal FIFOs and sending mingled packages via the USBfaues lies in the fact, that this limit
is only the net limit of events having occured in all channétsthe usual case the main part of the
data will come from a high event rate object fibre, while a selcohannel only observes the sky
background. So there is no event rate limit per channel,itikas been imposed upon all channels
with the old DAQ system through the clock rate2s0 kHz.

3Featuring a Xilinx Virtex-1l XC2V1000-5 gate array.
“This is the proprietary communication protocol used in tienble GPS receiver.
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The USB interface is provided by a pluggable USB interfaceitml@ that is connected to the
FPGA peripheral hardware. The Cypress module features mmintroIIeH handling USB data
transfer independently through FIFO buffer. USB enumerafregistering the device with the
USB host controller) and negotiating of data transfer rhtgh-speed or full-speed) are done by
routines in the microcontroller and do not have to be impiated by the board designer. If the
FIFO buffers are filled via an external logic, i.e. by the FPG¥p residing on the ODASSE board,
USB2.0 “full-speed” transfer rates can be achieved via tB8lihterface on the PC-connector side.

4.3 Software

The OPTIMA DAQ system was a tightly integrated developmédrtardware and software, when
it was first implemented by Christian Straubmeler [StrO1JitH/the use of a new DAQ hardware,
the existing DAQ programs could not be used anymore withedgsign. The original software had
been developed for Windows98, partly due to preference otdivs over other operating systems,
but also due to the fact that the implementation of using tkeenory as a raw buffer and regular
polling of the National Instruments I/O card required anragiag system that allowed such direct
access to the hardware. In modern versions of Windows, 8@, 2(P etc., and Linux a hardware
abstraction Iayaprevents user space applications from direct access tatidevare.

Due to the advantages of its stability and extensive doctetien along with the open source
tool chain, it was decided to use Linux as operating systarthioODASSE DAQ software.

4.3.1 Requirements

The new software should of course avoid the limitations efeisting DAQ. The critical timing
problem about tagging the photon events is taken care ofdinbroved hardware design. Also,
guerying and receiving of status information from the FPGAlve done in hardware.

Thus, the main task of the software is reading data packats ffSB, decoding the data stream
into event data and status information and presenting batietuser in a useful manner. The current
OPTIMA DAQ software consists of a single, monolithic apption (see chapt€r3.2), whose main
task lies in verifying the GPS system status and recording tahard disk. The only additional
functionality is a ratemeter. Online-analysis or quickpiestion of the data recorded was possible at
all with the old DAQ. When conducting an observation of a ablé object, it would be extremely
useful to have an online-plot to check if the behaviour of light-curve resembles the object’s
expected behaviour.

SCypress EZ-USB Cy7¢68013a-218 EZ-USB Fx2-LP
Cypress EZ-USB FX2, a specialised microcontroller with 886ore handles the USB transfer
"An abstraction layer is implemented in the OS between theiphyhardware and the user software.

50



In fact the monolithic design of the old DAQ software was thaimobstacle to implement
any improvements, since interferences with the actual alzqaisition could not be excluded when
major parts of the software were altered. The monolithitvémfe approach in the current software
also proved to make the software hard to maintain and the n&@ 8bftware should fulfill the
following requirements:

¢ Sufficient speed for up to 5 millions events per second

Reliability

No gaps in data records

Easy maintenance

Extended online-analysis tools

Expandability

4.3.2 Design
Server and clients

Instead of putting all functions into one piece of softwate new design should strictly distin-
guish between the hardware related handling of event sigmad the necessary handling of the
subsequent event data. The idea of having one applicatiimtiaé sole purpose of reading event
data from the DAQ hardware, makes all further event handDA®) independent once the events
have been received from the connected device. That meamsbysia application can be run both
with an USB-based DAQ device or any other DAQ stream devidbout any change to its code
or data handling. Since the DAQ software “serves” the evemtie analysis programs, the term
“server” was introduced for the DAQ device handler and aplaations accessing the data are
called “clients”.

Hence, by serving the data in shared memory, it can be actbgsevirtually arbitrary number
of clients, e.g. providing “quick look” analysis with a pliolg client (see sectidn4.3.5) while data
is recorded by a dedicated hard disk writing client (see@eZ3.5).

Interprocess communication (IPC)

The complete separation of DAQ data reading and furtherllmndequired a method of data ex-
change between server and clients. The essential abilitgridle large streams of online event data
(up to 5 million events per second) requires an efficient oethf data exchange between the server
and the client applications.
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Figure 4.1: Shared memory allows several clients indepenaecess to the data “served” by the
DAQ application

Data exchange via memory provides the fastest way of irdegss communication between
different processes/applications. All modern operatiygfesms use memory protection to prevent
applications from accessing memory sections dedicatedhtr @rograms. Hence, an attempt to
write to memory cells that are not allocated for the callinggvam result in a segmentation fault. In
order to still make use of the fast memory transfer rates asthad of inter process communication
(IPC), the concept of so-calleshared memoryllows different processes to attach to the same
memory segment and treat it like conventionally allocatezhmary of their own, though it is the
programmer’s responsibility to implement adequate meishasto organize concurrent access from
different processes.

In order to exchange data that does not constitute eventataagher method of communication
between server and its clients was implemented. This satbefmunication consists mostly of
commands to control the server settings and start/stop taf atajuistion, or messages the server
had to communicate to clients.

Passing of message strings between the server and itsdiemplemented througbcal sock-
ets(also called “UNIX sockets”) that provide a point-to-pogtmmunication between applications.
Thus, allowing clients to send control commands to the seamd the server to notify individual
clients about specific events. Similar to TCP/IP sockets WW¥ communication a client connects
to a listening socket on the server and a point-to-point camioation socket between the server
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and client is established. Both client and server can seddeeive data over this socket. In order
to provide human-readability of these socket messagesS#ilAext based protocol was chosen to
be implemented. The greatest disadvantage of slower gaspieed is of minor importance, since
all time critical transfer is done via shared memory. On ttheeohand, sending and receiving clear-
text command strings allows for quick external control o gerver without a dedicated binary
command generator.

Framework library

All data access functions are part of the software librargltow clients to retrieve photon events
from the server via shared memory, and socket communicétioctions for common commands
and event notifications. The complexity of concurrent datzeas in shared memory is hidden from
the application programmer and data retrieval from the #rees is virtually as easy as access to
local data.

Writing an extension to the system in terms of providing a rm@alysis module comprises a
certain number of function calls to establish a connectiith the DAQ server and retrieve current
settings. After these initial steps photon events can freen shared memory via access functions
provided by the library assuring thread-safe and concayreafe access to online streamed photon
events. Thus, the programmer of the new application canertrate fully on the analysis of the
data.

Creation of new functionality for the OPTIMA DAQ system, e.g hard disk writing appli-
cation that writes event data in FITS format [WG79], can bdealdwithout touching the server
application. The framework provides a fixed applicationgpammers interface (API) (see API
documentation[[Dus07]), so that new applications can usdrdmework’s functionality transpar-
ently without touching the difficulties with internals oftdahandling. By using API functions and
linking the library object file to the client or server apgliion the program can make use of the
shared memory data handling.

4.3.3 Implementation

After the desired requirements of the new DAQ system, desdrin the previous section, had been
laid out in the initial software design process, severakaterations regarding their implementation
had to be taken into account:

e implementation in a high-level programming language
e representation of OPTIMA data
¢ thread-safety of data exchange via shared memory

e additional communication between server and clients
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Programming language

The framework should be a self-consistent library agaifstkvother applications can be linked, so
that these can use ODASSE's functions to access onlingrstckdata from the DAQ. The ODASSE
library offers a range of C functions to read and write DAQadfaom and to shared memory, and
additional communications and administration functicsee(ODASSE APL[Dus07]).

It was decided to use C as a suitable high-level programnainguage to implement the above
mentioned criteria into a framework library. Glibc comgality is generally obeyed, so that any
application designed to run on GNU/Linux could use the fraré’s functionality.

Events

Internally, photon events are representedrasigned long long integerumbers. The allowed range
of the 64 bit unsigned long long inte£|is sufficiently large to provide up to nanoseconds precision
for typical observation lengths. The absolute time tag otaent is given with respect to UNIX
time in nanoseconds since 00:00:00 UTC January 1 1970. Thoaygling and writing of 64 bit
data types has to be done in two steps of reading two 32-bilsvan today’s still commonly used
32-bit CPUs, 32-bit integers would not provide both the ssaey range of covering absolute timing
and the desired accuracy down to at least microseconds. @it 6dmputer systems reading and
writing of 64 bit unsigned long long integers can be execirtashe processor execution. So, using
a 64-bit CPU system as a DAQ system would provide a signifiadatintage for the production
system.

Events have been defined throughout the library as a newetygat t So, by redefining it to a
different type and recompiling/linking of the frameworkegtlibrary’s functionality can be used for
any other type of data. These have neither to be of the typertly used, nor consider an event
time tagl.

Events are individual items and treated as such on readimy &nd writing to the ringbuffer.
Storage in the ringbuffer is determined by the size in bytesazhevent_t while the library’s
internal functions just step on by pointer incrementatiesfementation. All functions handling
event_tdata types therefore handle the appropriate number of mensils, as long agvent t
is correctly defined in the includes. This is important foe throper operation of the ringbuffer
mechanism and the coordinated reading and writing as wahiise all channel memory access is
internally handled on a raw pointer basis.

By using a type definition these difficulties occur only oncecompilation time and are then
transparent in the usage of the library. A change ofdbhent tdata requires a recompilation of

8264 _ 1 ~1.84 x 10°
®Though the intention of the library was to be used with OPTIk\Ment time tags, and library functions have been

designed upon that precondition, the online data-stregqumsinot restricted to this kind of data.
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clients, but no change in the data access code is neededrdgrammer must be aware of the exact
type of data that is sent to/received from the ringbuffer.aédndisk writing client, for example, can
be readily adapted to a new data type by simple recompiléitiaimg, if its only writing off the
data to hard disk. An analysis client on the other hand musin@e of the data format it is doing
computation on.

Data transfer

The data transfer of events to and from shared memory isalrfior two reasons. First, it must be
fast enough to provide the desired event rates (up to 5 millevents per second). Secondly, access
through multiple clients poses the difficulty of threadesafriting and reading of data.

Data integrity through locking

This situation is similar to the producer/consumer probleoturing in many multithreading sce-
narios. In the classical implementation the concurrenese®f data is solved through locking.
Locking involves the introduction of a “lock” to each datayseent. This is a special kind of vari-
able, usually a semaphore or a m@xThese are both atomic varialﬂmat serve as a lock that
must be checked before access to a data segment is attempted.

In the case omutex locking, the mutex is acquired by a process or thread that wants ® hav
exclusive access to the data. Acquiring the mutex meankitigtit, any attempt by another process
B to lock a mutex that is already locked by process A fails.cBss B wanting to get access to the
variable has to wait and try again to lock the mutex some tiater. This creates two problems:
There is a polling situation, because process B has no methktbwing when the mutex will be
released by process A. Secondly, there is no queueing oéacequests, i.e. a third process C can
acquire the mutex before process B, if it is faster in acogsi#iafter release by process A. This
problem is illustrated in diagrai4.2.

Locking throughsemaphoregprovides a method of queueing requests. A semaphore isatigsic
a special form of an atomic integer variable. It can be sehyovalue on initiliazation, but after that
it can only be incremented or decremented by different mee® It is not necessarily the process
or thread that tries to acquire the semaphore that gets &k cBo semaphores provide fairer access
to shared resources.

Yet, these and other locking methods suffer from two prialggwoblems. If any of the processes
handling the locks does not behave nicely, this can leadddldeks. If the programmer forgets to
release the lock in one possible execution path, no otheepgoever again gets the chance to access
the resource. Careful attention must be paid to the coredease of locks.

Mutex is an abbrevation for mutual exclusive access.
HAn atomic variable is a variable that is small enough to bd @rawritten by the processor in one instruction.
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Figure 4.2: Mutex locking does not guarantee fair accesaiialbies for multiple processes

A dead lock can also happen, when the processes crashesgsriabite being in possession of
the lock. In case of an astronomical data acquisition systhioh is meant to record observations, a
restart of the system means inadvertly loss of valuablergagenal data that might not be recovered
in a later observation.

Even if the processes behave nicely and do not crash, theagpto lock resources that are
accessed frequently experiences two problems. These avwnkin computer science as the “first
readers-writers problem” and the “second readers-wrigsblem”:

The first readers-writers problem states that the lockiraukhnot prevent two readers from
accessing the data, since reading from the same variableci#tical. Only when the writer is
currently writing at that position, access must be deniagalers.

The second readers-writers problem describes the prolblatint most applications the writer
should be given preference over the reading processes. tlrahexclusive locks a reader locks the
resource for reading and at the same time prevents the ndi@r writing to it. This situation is
undesirable as any new data from the writer should be givefepmce and thus the writer should
get the lock first, write to the resource and only after thatrader should get access to it. This is
known as “writers-preference”.

These two problems occur exactly in the situation of the QN tata acquisition:

The conceptual design of the new DAQ planned to have more dharreading process in a
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typical DAQ execution. For almost all observations one @f tlient process would be a hard disk
writing client, writing data for permanent storage off tadhdisk - or some other permanent storage
media. Any other running client, such as a plotting clienaauick-look analysis client, requires
concurrent access to the DAQ stream. The number of clientsimg simultaneously is only limited
by the available processing power of the DAQ computer syst&€hus, the situation of multiple
readers is quite typical and clients, “readers” in the abssenario, unnecessarily locking each
other should be avoided.

During observations the APDs constantly deliver photomeszein order not to lose any events
the DAQ server process, the “writer” in the above scenarigstrbe given absolute preference over
any reading client. A slow reading process must not blockathier, keeping it from delivering the
event data. A further complication occurs if a reading ¢lierashes while being in possession of
an exclusive lock, stopping the writer entirely and terrtim@the whole DAQ handling. Thus, an
exclusive locking mechanism for readers should be avoidéde DAQ implementation.

Managed concurrent access to data

The solution taken for the new OPTIMA DAQ system is to use aho@tof “managed” concurrent
access for readers. The situation in case of the DAQ systanbiissimpler than the most general
case, for there is only one writer. The DAQ server readingnestata from the hardware is the only
process writing data to shared resources.

Therefore it is an appropriate approach to use the serveat@age data access for clients. The
server knows to which part of the ringbuffer it is writing Retmoment. A client trying to read from
the ringbuffer at first has no knowledge of the server’s wgtactivity, nor of the actual position
the server is writing to. Therefore the server must indi¢atthe client where the current writing
position is and thus give the client the ability to read framedlowed section of the ringbuffer.

The server writes its last writing position to a shared \@ddn the channel header. A reader
wanting to read from that particular channel uses this asidicator to not read past that position.
The handling of this data access management is hidden freragplication programmer through
the library framework by providing specialrite requestandread requestunctions:

A DAQ server application useswarite requestio reserve a section of variable size to write to
the channel’s ringbuffer. The framework then returns tlagt stnd end point of the section to write
to to the server. The server then writes individual eventsdiidual ringbuffer cells, until the
segment provided by the library has been filled up. Since tineent writing segment is blocked
exclusively for the server and readers are prevented tesadtethe size of the segment must be
carefully chosen.

Depending on the current data rate a large segment mightenfiiidadl in an appropriate time,
thus, leading clients trying to access events to starve.il&lgna small segment size would lead
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Channel Ringbuffer coordinated reading and writing

sectio .

sectio ;

Figure 4.3: Blockwise writing by the server to the ringbuff€lients read from sections that contain

events that the server has already written entirely to thgbriffer.

to an unnecessarily large numberwifite requestsif the channel experiences a high event rate.
Therefore the library adaptively adjusts the provided smgnsizes according to the data rates,
regulating segment sizes that are blocked by the serverritingy

Management of reading from the channel is done for clientthbylibrary, too. A client that
wants to read events from a particular channel lanaesd requestand the library returns a seg-
ment of the channel that is safe to read. Effective readitigei€lient’s responsibility, it can ask for
a segment of arbitrary size, but is not guaranteed to agtgatithe requested size. If the requested
size reached an area the server reserved for writing, ivengan accordingly smaller size. Also,
the wrap-around situation at the end of the ringbuffer carseahe client to be given a smaller
segment size, if the requested size exceeded the ringbgfieicorrect seamless reading the client
must provide the library with the last position it read data, the library then assures to return an
adjacent segment that is safe for reading.

As only the current writing segment of the server is excleigivolocked, multiple clients re-
questing to read from the channel do not interfer with eatlerotThey are each provided with a
reading segment of appropriate size. If the requested aizbe provided they are granted it, if not,
they are granted an accordingly smaller segment.

In figure[4.3 the coordinated writing and reading procesBustiated. The ringbuffer is filled
by the DAQ server from left to right, so this direction in thguie corresponds to increasing event
times (indicated by the darker colour gradient in the figuvéjiting and reading is done blockwise,
where the server writes individual events to a section ofrihgbuffer. Starting from left, these
sections step adjacently through the ringbuffer, fillingvith events that were read from the DAQ.
After writing up to the right end of the ringbuffer a “wrapeamd” occurs. Writing starts on the left
side again, and previous events are overwritten by the iserve

Hence, a client must be reading fast enough before old eaeatsverwritten by the server. A
large ringbuffer size can avoid difficulties at peak coumésaof events, but a client that takes too
long to complete itsead requeststill will eventually be “overtaken” by the server writinggents
to the ringbuffer. In order to detect these cases where atelieuld read corrupt data, the managed
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Channel Ringbuffer and Consistency Map
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Figure 4.4: The corresponding map to each channel entryessdata integrity for clients reading

from the channel.

data access must also provide some form of data integritgkche

Data integrity check

Allowing concurrent access to the data stream in a ringbiriteoduces several possible situations
where a client could read corrupt data:

e The server enters a segment a client is currently reading

e The server writes one full ringbuffer while a client is reagliand overtakes the client entirely

Though the event data itself provides one criterion for ©iaecy, namely that event times
must be increasing monotonously, this is not sufficient teckhfor all inconsistencies that can be
encountered. Comparison of event times would recognizéirielata inconsistency: If the server
wrote into a segment a client is currently reading from thengtime at the start of the client's
segment would be greater than the one at the end. This isrartieation for an inconsistency.

An example where this fails is if the server overtook thertlientirely, before the client fin-
ished its reading process. The start and end event timesdflignt's reading segment are still
monotonously increasing, and since event rates from obdesources might be totally arbitrary no
sure deduction is possible from the difference in eventgialene.

In order to cover all possible scenarios of data corruptiomadditional checking variable was
introduced. This is a mapping value for each ringbuffer,a@hsisting of a single integer value.
Initialized to zero, for a segment the server reserved faingrthe server increments this number
by one for each cell of the segment (see fiqure 4.4).

Thus, in the area the server reserved for writing, the mapevhhs an uneven value, i.e. the
least significant bit equals 1. Once the server has writtemtevto the entire reserved segment, it
increments the corresponding map values again by one. Téamsnregions valid for reading by
clients, have a corresponding even map value, i.e. lowerdiit 0. The marking of valid and
invalid regions could be achieved with a one bit value oniy, the case of the server overtaking
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the client, while the client reads from a segment, needs someof knowledge how many times
a cell has been written by the server. This needs not to bermstef an absolute count, but must
be sufficient for a worst case slowly reading client to redogiif the server has overtaken one or
more times. Therefore the mapping value is an indicatorefgirver has done a writing operation
to a segment, while a client has requested it for readings iBhbest illustrated in an example (see
figure[45):

Regular case

sec
4] (4]

[4444444444444444444444444444444444) 2222222222222222222222222222222222222

Server writes into section client is reading from

sect
i readi 2]

B444444444444444444444444444848484444 222222222222222222222222222222222222222222222

Server overtakes client

sect
readi
[4] 4]

6666666666666666666666666666666666666666666666666666666 44444444444

Figure 4.5: Map values assure data consistency for reatiBgs

In the top part of the figure theegular reading case for a client is illustrated. The region the
server reserved for writing is mapped with an uneven valud;t# region left of this has already
been written to and is ready to read for clients, having am ewap value, 4, associated to it. The
rightmost region has only been first written to in the presioun, indicated by a map value of 2.
At the time of the issueing of the read request the regiorrmetuito the client has a map value of
4 (indented map values in the figurel4.5). In the regular repdase, the server has only written
in regions right of the requested reading segment, that snaféer reading the events the client can
verify reading of valid events through the fact that all majfues still have the same, even, value of
4.

The middle part shows how the server catches up with a slogdging client and theerver
writes into a segment the client intended to read A part of the client's reading segment has
then an uneven map value, 3, associated to it. On checkinmdpevalues the client can see the
inconsistency between the left and the right map value, ejedtrthe data it read.

The bottom part illustrates the case where a client stactedad a section that was flagged as
valid with an even map value of 4. While reading the sectiba,derver has done some fast writing
of many events, e.g. in case of a burst or flare in the sour¢egmp writing to a great part of the
ringbuffer entirely, but also having wrapped around andrigevertook the reading client The
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client started reading the section, when the corresponadiiag values were 4, but with the server
having written to the section again, these are now 6. Frosdifgument follows that it is necessary
to not only check the map values when trying to access the esgigim read from, but also to check
them after the reading has taken place and compare it to the wdnen the read was requested.

Write requests and read requests

The previous paragraphs illustrated possible scenaratdahd to data corruption. The mechanism
of consistency checks is hidden as far as possible from tpiicapion programmer. In order to do
this as seamlessly as possible, the library provides dagarstaccess functions both for the server
application and for clients. These are calledte requestsandread requestsaccordingly.

For the server the situation is quite easy. As describederfitht readers-writers problem, it
is given absolute preference for writing. That means, avwrite request issued by the server the
library provides it with a writable segment. Because a wgitsegment is only allowed to be read if
it has been entirely written, the server must executeramittingfunction. This function increments
the previously uneven map values of the writing segment lgy opdates the current marker of the
last writing position in the channel header and further nidtarmation. Thus, writing through the
server is a two-step process to assure that clients willmatunter an incompletely written segment
of event data.

On calling awrite requestthe library returns an adjacent segment of the ringbuffero pos-
sible difficulties can occur which lead to ineffective wmigi procedures. If the server reserves an
extremely large segment, this would block a large part ofitgbuffer preventing all readers read-
ing from that section, though in essence the server writesgaten time only to a certain position
of it.

Thus the framework initiates a “premature” commit on thetiwg segment after an adjustable
timer, so that clients can read updated events regularlg.tiher resulted in a premature commit
of a previous write request the return size of write requéstiecreased. Similarly, if a writing
segment was committed before the timer elapsed, the de&ulin size is increased to provide a
more efficient writing process to the ringbuffer.

So, depending on the last data rate in the channetit® requestwas issued for, the library
returns a buffer object to the server, containing pointetke start and end of the writable segment.

Access to the shared ressource of the channel ringbuffavés go the server through direct
pointer access. This allows writing to the ringbuffer to laedlled just like writing to any memory
ressource that was local to the server. Also, direct poateess provides the fastest access method,
as opposed to handling writing of individual events throdighction calls. In the case of high
event rates the server still can use existing functions@fttbc library to execute bulk writes, e.g.
through thememcpy(function, since these can transparently use the pointesisaiced memory.
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Thus both efficient and non-starving writing conditions ¢enguaranteed, without the server
application programmer having to worry about ideal writsagment sizes.

In a similar way, a client requesting to read event data frieenringbuffer must execute a two-
step process. A client must request a region it can read frathafter reading check for consistency
of the data it read:

e issue aread request for a segment of the ringbuffer

e check consistency of data read from the segment

Through aread requesthe client asks the library for a readable segment of thebtifigr.
For seamless reading of events from the ringbuffer the tcheust provide the library with the
information up to what position it read data the last timesehaese the library does not keep track
of the reading positions of all clients. The client applicatprogrammer calls theead request
function with the last reading position performed, and drddssegment size. A hard disk writing
client for example tries to acquire large chunks of data fthenringbuffer that can be immediately
written off to hard disk, while an analysis client performettir handling smaller portions of event
data.

The library tries to fulfill the client’s requested segmeiziesas far as possible. If the client
approaches the server’s writing section, it will be prodideith a segment up to the position of
the last committed writing action. At the end of the ringleuffthe segment is only provided to the
last position of the ringbuffer. On the next call the nextdeaquest starts at the beginning of the
ringbuffer again. An implementation that wraps around atehd of the ringbuffer would avoid
this, but the performance cost of the required functionscatllevery single event were deemed too
much of a trade-off.

The object returned by @ad requestontains the start pointer and end pointer of the readable
segment, and the corresponding map values at these pssifisrdescribed above the map values
at the time of the request must be compared to the map valtesalifevents have been read from
the section to ckeck for data consistency.

In summary, bottwrite requestsandread requestsprovide the application programmer with a
method to safely access shared memory ressources. Thisrdamerformant way through direct
pointer access to memory, and in an efficient way handled d¥DIDASSE library to minimise the
overhead through the requests.

Committing and map checking

Due to the segment-by-segment reservation of writing regio the ringbuffer, the server must
release a blocked region after it finished writing to it. e tBDASSE framework this is called
committinga region and implemented inacommitfunction. This function sets the corresponding
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Server writing data to channel Client reading data from a channel

Issue write request Issue read request
Write data to segment Read data from segment
Commit data to segment Check data consistency

Figure 4.6: Loops for writing data to and reading data fromE#AQ event stream

map values of the written segment to even values and moveso#iton of the last writing action
marker to the end position of this segment. Toenmitfunction must be called by the server after
writing events to the last pointer position in the reserveghsent.

Also, due to the risk of the server writing to a segment thdiemthad reserved for reading, the
client must do the data consistency check after it read 8exved segment. This is done by calling a
check magunction, that compares the map values at the time of isgubmread request with those
after it has finished. Theheck magunction compares the map value returned in the buffer objec
at the time of the read request with those currently at thit @tal end position. Theead requests
only valid, if the map values are all even, and all have thesseaiiue. Only in this case the server has
not written into that particular segment during the timechent read from it. Because writing and
reading moves monotonously from left to right over the rimigger, it is sufficient to check only the
map values at the beginning and the end of the segment. It isawessary to check all map values
of the tested read segment. If the map values disagree, thédm thatread requests considered
to be corrupt and an error is returned. The client can reatttiscaccordingly. As already briefly
mentioned, in the case of a client recording the DAQ streanmmupt data segments are a serious
error. An analysis client might just reject the data and oot with a newread requesfor new
data.

In practice, writing to data channels is a constant seriggetifng a segment throughverite
requests receiving data from the DAQ, filling up the buffer and themmitting it through the
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commitfunction. These actions constitute the main tasks in the Bé&®er loop.

In the same way, any client trying to work on the DAQ data, ddlthis through issueingraad
request reading events from the segment it received, checkingitsistency witlcheck mapand
finally doing some form of action on the data. After finishirantling the data, it will issue its next
read requestThese two data writing and reading loops are shown in figife 4

Sectio 4.3 and4.3.5 will illustrate the data handlinthveixamples of reference implemen-
tations of server and client applications respectively.

Settings

For all necessary information concerning the status of th@ Bystem, an additional shared mem-
ory area exists. This contains information regarding theetu setup of the DAQ, e.g. available
channels. Furthermore, it contains information about tmenoels, e.g. their DAQ identification
numbers (0-15) or names given for easier identificationepresentation of streamed data in online
analysis clients, the corresponding channels can thenfegae to as “background” or “pol 45"
instead of only their non-descriptive ID number.

State variables in the settings also indicate if the DAQ @s8ds currently running and streaming
data or if it is still in configuration mode. Clients connecfito the server first attach to the settings
shared memory and can then read the current server confggurakhis allows them to present
the available options to the user, and also to attach toahbtaichannels, since not all channels are
necessarily offered for streaming by the server.

Settings are only allowed to be altered at configuration tioné not at DAQ running time.

Communication

Shared memory is very effective for the exchange of greatustsoof data. The previous section
showed that access to it from multiple processes has to bagedrio be reliable and safe. For
effortless cooperation of multiple clients with the seradditional communication is necessary. In
order to do this another method of communication betweeresand clients was implemented.

UNIX sockets provide a good method of point-to-point comination. While event data ex-
change concerns all clients trying to read from the DAQ strethere are situations where only
individual clients require communication with the serossible situations are:

e a client asking to change the server configuration
e broadcast message of the server to inform clients aboutrayehia configuration

e notifications about new events (see section below)

UNIX sockets are also called local sockets and are similaf@®/IP sockets which are widely
used in internet communication. In establishing a poifpdot connection the server provides a
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so-called listening socket that waits for clients to cotrmecthis socket. While internet sockets are
associated with a domain and a TCP port, local sockets &edito a file in the UNIX file structure.
Through knowing this connection point a client tries to bbsa a connection, the server recognizes
this attempt and assigns a file descriptor which is used ptiint-to-point communication with
this individual client. For remote control the server alffers a socket connection via a TCP/IP port
through which clients on remote machines can connect toetives(see sectidn 4.3.5). This allows
control from distant machines in the network, e.g. the OPAltdntrol computer (see chaptdr 2
sectiofZ3b).

Multiple clients establish their connection over the saistehing socket, but get their individual
file descriptor after successful connection. Thus, theesanust keep a list of connected clients to
address all of them individually. The file descriptor is disignt ID for each client.

Message sending and receiving is easily done through gritirand reading from the file de-
scriptors. Instead of using glibc functiongite andread, the framework library providesend
messagandreceive messagenctions. These functions provide auxiliary functionatthllow the
server to handle multiple messages.

The communication protocol used over the sockets is an AS&ih text message system. The
server parses the messages for key words and performs tfesmpanding actions. The library
possesses aextensionmechanism via a keyword in messages that are not implemémteok
standard framework protocol to allow server implementetito provide extendend functionality.
The on-going communication between server and client amelyrtaandling of notification requests
(see paragraph below), and external control of the servee sErver needs not to be exclusively
controlled through a graphical user interface. Semi-aatethoperation or processing of external
information can be a possible control mechanism, and thkesa@ommunication allows easier
automation of doing this.

The other direction of communication from the server to thents occurs in the case of so-
called broadcast messagesThese are messages informing all connected clients alzwtitys
lar events or critical conditions, e.g the server stadpistthe DAQ or the server is exiting. The
clients can receive these messages on their socket fileigtessr because the point-to-point con-
nection through sockets allows two-way communication. €ception of a broadcast message
clients should react accordingly. Currently implementeshldcast messages clients can expect are
given in [Dus07].

All communication between server and clients is done in an oemmunication thread. The
spawning and handling of this thread is encapsulated inrtradwork. For a server application it
is sufficient to initiate communication via the correspargiibrary functioninit communicatiorto
handle the entire communication with its clients, withoifeéeting the DAQ thread.

Another important aspect of necessary communication ketwerver and clients is the sending
and reception ohotification requestand notifications The purpose of these is to avoid polling
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Events

situations in the data transfer between server and cliemtdfzeir implementation is explained in

the next section.

Notifications

In regular operational situations with a constant eveetganerated in the DAQ hardware, the above
described mechanism of managed data access provides seampdgation. Deadlocks are avoided,
and clients do not starve because of guaranteed event gptledeigh timer-triggeredommits

For clients there exists a risk of performing ineffectivadmg from channels. In most cases
the request of data segments of constant size provides anadde method of reading the data
from a particular channel. In case of a channel with a low datt®, e.g. a channel observing the
sky background, a client might experienead requestshat get rejected too often due to the fact
there is no new event data available. A client executingeiésling loop (see diagrailm #.6), having
finished handling the data it received in the last read, emtistlances @aead requestin the attempt
to acquire new data. This creates unnecessary load on thedps@®m. A method of notifying
clients about new available data solves this situation.

Instead of constantly polling on a channel for new data thinoead requeststhe client can ask
the server to inform it as soon as there are new events aleil@n reception of a rejectegad
request the client sends aotification requesto the server to be informed about new events in this
channel. Thus, when the server received new events for tlaainel from the DAQ and committed
these to the channel, hence, making them available formgdldiough clients, it sendstification
to the client. The client waits for the notification, and ¢esano unncessary load on the system in
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the meantime.

In order to allow clients easier handling of data, tiatification requestontains the number of
new events the client wants to wait for. Even though the senight have received a small number
of new events, and has committed these to the channel, ttieupar client prefers to handle greater
amounts of data at one time. Thus, in thatification requestin analysis client can ask only to
be notified about the availability of e.g. 50,000 new eveifitis example is illustrated in diagram
E4. Only after the client received the notification from fleever, it executes@ad requesto read
50,000 events from the channel in shared memory.

Multiple clients can each be in multiple stages of waitingrfew events. Each connected client
might be connected to more than one data channel at the saraetid there is a possibility that
there are low event rates in several channels. This meahshthaerver has to handle multiple
outstandingnotification requestsit has to notify clients at the time their requests for neeradata
can be satisfied. Like a waiter in a restaurant, the clienttkesp an internal list of outstanding
notification requests. Since the fulfilling of a request d&®eon the number of new events in
a particular channel, each channel has a correspondinficatitin list. The notification time is
computed by adding the requested number of events to tHentateber of events in that channel
at the time the notification was received. These lists corta clients’ IDs alongside the number
of total events the client needs to be notified at. For in4eedecution of the requests, these lists
are kept sorted by increasing number of new events to waitfiber eachcommitto that channel,
the server compares the number of new events it made awfimbieading with the values asked
for in the corresponding notifications list. If the numberevents exceeds the number asked for
by the first client in the list, the request is removed fromltbieand anotificationabout the newly
available events is sent to the client. The handling of matifons is illustrated in figurés 4.8(a) and
[@8(b] for the client and the server respectively.

4.3.4 DAQ Servers

The modular concept of the ODASSE framework in principleasafes the task of acquiring the
data from the DAQ hardware entirely from the rest of the DAQgesss. The hardware-dependent
routines are encapsulated in the server application. Tlisnsithat any client application using
the ODASSE library’s data access functions can connectysarver, indepedently of the DAQ
hardware the server runs on. This makes adaption of the Dat@rsyto new hardware easy. Writing
a new server application is sufficient, all existing cligisishard disk recording, online-analysis can
still be used. Due to the fixed data exchange through framefuactions, these clients can be used
without any recompilation with different DAQ server apgliions.

The only condition is that the server must provide event ttatae streamed to clients. Thus,
the server must create correct event times for photon eusittg a suitable timebase. In case of the
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Figure 4.9: Exchange of events via shared memory

OPTIMA system this is a GPS-based time (see fifurk 4.9).

Raw file replay server

As proof of concept for the ODASSE framework a DAQ server waplemented that streams
archived OPTIMA raw files. OPTIMA raw files recorded by thestixig DAQ system provide real
event data that was recorded in astronomical observatmhsan be used to test the library’s event
handling.

OPTIMA raw files are preceeded by a header, giving infornmatin the start time of the DAQ
acquisition, the DAQ oscillator frequency used in the rdowy, and the channels recorded. The
files contain event data in the form of a timecode, referenadke start time of the data acquisition
(see chaptdr3.2). With the exact start time, the DAQ frequeand the timecode for each event the
arrival time can be reconstructed.

In the OPTIMA raw files, all channels are written with incris@sevent times, irrespective of
the channel number. Every event is saved with the correspgrahannel number (see chagiér 3)
to the raw file. So, a replay server streaming the data int@bASSE framework, must separate
the events into the corresponding channels. This behaigouary similar to the real-world case of
event data coming from a live DAQ, where events occur rangamdlifferent channels (see figure
29).

These events are then streamed to the corresponding chamresdl-time as described in section
E33. The time difference between two successive evenised to create a delay. This results in
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real-time streaming of events like they were recorded inréinefile. The delay can be adjusted by
a factor, allowing for slower or faster than real-time stné@g of events.

The replay server also reads from the raw file header whichrefia were recorded in the file
and sets the information in tleettingsaccordingly. This provides clients with the same inforro@ati
they would encounter on a hardware-fed DAQ server.

4.3.5 DAQ Clients

Having access to the data through pointers receivegkid requestsclients can do their analysis on

the streamed event data. This allows the creation of smé&di;dhangeable applications performing
specific tasks, without interferring with other runningeclis. A suite of reference implementations
of clients will be described in the following.

Ratemeter

For inspection of event rates in the DAQ channels, a nunleratameter was created. The GUI
was implemented using Trolltech’s QT3.3 framework whidiovas rapid design of graphical user
interfaces in C++. The application was statically linkeciiagt the ODASSE library, and uses a
framework function to read the event rates of selected aklarom regular intervals.

An internal timer implementation allows to adjust the ujedaiterval according to the user’s
preference with a slider. Also, there exists the option edrthe descriptive names of available
channels and use these instead of channel ID numbers. Betmushannels of the channels present
the raw count rate as output by the APDs, the ratemeter carcaeection factors for all channels
from an init file. This then allows to display the “flat-fieldbrected, effective count rate of each
detector (see chaptEr 5). Furthermore, since observerssaedly interested in photon ratabove
backgroundlevel, a drop-down list box permits to select one of the cletto be taken as back-
ground that is substracted from all other channels (seecfidd0(d)).

Hard disk writing client

As the main task of any DAQ is storage of observational datamgle hard disk recording client
was implemented. This writer application udesite() to directly write the event data off to hard
disk in its raw format. This provides both the simplest inmpémtation of a writing client (see
diagranT4.7l1), and one of the quickest method of saving DAQ.da

The writing client saves the raw file in the new OPTIMA eventriormat. Because data
is provided already separated by channel through the shmesdory, this implementation saves
events for each channel in a separate file. The file contaidsS&| header followed by the 64-bit
integers representing photon events in their absolute fiinmeat as described above.
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Figure 4.10: Examples of simple data client GUIs
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An implementation of avait for notificationfunction provides an easy way for the client to react
to notificationsfrom the server, without using mechanisms such as call-hawitions to perform
asynchronous reception of messages. If usingvihi for notificationfunction provided by the
library, a channel waiting for new events to arrive blockd éme execution of the event loop halts.
This means that for a client accessing multiple channeks)mm rate channel may block the reading
of data from other channels. The design of the frameworkwalim launch a separate client for each
channel to be accessed, so that the blocking of a channetiigical. The number of running clients
is not limited in the ODASSE framework.

Another approach lies in using threads. A multithreadedntlcan spawn a thread for each
channel with a loop executing the cadenceea#d requestreading of datayait for notification
(see sectioh’4.3.3). Thus, a channel waiting for new everdsrive does not block the whole client
application, but only its own thread.

Plotting client

A numerical ratemeter is helpful to determine dark countd®bs (see chaptér2.3.3), but during
observations of variable sources, it is difficult to have edfsack from numerical values alone. As
a demonstration for a quick-look analysis client an apfiicewas created that plotes the data rates
of selected channels on a graphical display. Similar to tirearical ratemeter, it offers the same
options in terms of using descriptive names instead of ID$hfe channels. Also, one channel can
be selected as background channel which is then substrifactedhe other channels to display the
rates above the background level (see figurel4.12).
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Figure 4.12: Plotting client

Remote control client

As mentioned in sectiof~4.3.3 communication via socketsbhmansed to send commands to the
DAQ server. An implementation of a remote control clientttbennects to the server and sends
commands via the socket connection demonstrates how angiseiver can be controlled externally
by another application. Events generated in the GUI, e.gsgimg buttons, are translated by the
client into the ODASSE communication protocol and sendufhoasend messadérary function
over the socket. Changes in the configuration that the sperforms upon these commands are in
turn broadcast to the client and it changes its display afitiformation accordingly, e.g. available
channels. The establishment of a connection via TCP/IRalto run the client on another computer
than the actual server is running on (see figurel4.13).
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Chapter 5

Scientific Results

This chapter covers a set of scientific observations peddrmith OPTIMA. Data reduction steps
necessary to reduce OPTIMA raw data will be described in tkegart, while the second part will
give a selection of astronomical objects that were obsewiddthe instrument during campaigns
in 2006 and 2007. Light curves of AM Her type cataclysmic ablé HU Agr were chosen as an
example of an interesting cataclysmic variable star (segosd5.2). The Low-Mass X-ray Binary
Agl X-1 showed a flare during an OPTIMA observation on 1 Aug2@D6 which is discussed in
sectiof5.B. Crab pulsar light curves are presented incsdbi#} to compare OPTIMA observations
with observations of Karpov et al. who report a deviatiomfrthe usual pulse shapes seen in the
Crab light curve during 2005/2006.

5.1 Data Reduction

As with every instrument, the data recorded during obsiEnvatonstitutes only a raw form. Before
any scientific analysis on the observations can be done,ateendust be cleanly reduced. Instru-
mental and background effects can be to a great extend nsimihily proper data reduction. The
steps necessary for scientific data reduction of OPTIMA degaovered in the next sections of this
chapter.

5.1.1 Analysis software

Since the DAQ software records the raw data in the form of giha@vent times in UTC, data
reduction software for later analysis of the observationeisessary. For performance reasons the
existing DAQ software writes in its own raw data format whtekes only 5 Bytes per event. Most
event based instruments today use a FITS-based file formstirig) analysis tools therefore could
not easily be applied to OPTIMA data.

In [StrO1] tools for data analysis of OPTIMA raw data wereoadeveloped and implemented in
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Figure 5.1: Barycentric correction of photon arrival timediere SSB: Solar System Barycenter,
EMB: Earth-Moon Barycenter®: angular separation of source from Sun’s center of mass (for

Shapiro delay)
an analysis software package for local use.

Barycentric correction of arrival times

OPTIMA records photon events with a GPS-based UTC time tagC time references to the zero

meridian in Greenwich. For high-precise timing of variableurces and correlation with space-
based and ground-based observations, these must be tradsf® a common inertial reference

frame. Then coincidental analysis of single photon eveatsbe performed.

In order to derive the barycentre-corrected arrival timephmton events, several effects must be

taken into account.

e Ephemeris of the solar system:The position of all nine plan(ﬂs Moon, and major aster-
oids determines the position of the solar system barycd®&8). NASAs Jet Propulsion
Laboratory publishes a numerical integration of the orhith an accuracy of 200m, this
corresponds to a time difference of less thar.1

e Geographical position of the observer:Due to the rotation of the Earth, the longitude and
the lattitude of the observer’s location on Earth detersitiee arrival time of photons at his

LJupiter as the planet with the greatest mass has by far tigestigontribution of all planets to the position of the
solar system barycentre.
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position.

e Position of the source:The position of the source must be known very precisely faasnee-
ments, since a small inaccuracy in its assumed positioneirskly, can affect the barycentric
timing.

e Shapiro Delay: The curvation of space-time caused by the Sun’s mass, sraéitee-dilation
for photons travelling nearby the Sun. The dilation is gibagn

2G' M,

At = —— 9 . log (1 + cost) (5.1)
C
where
G: gravitational constant
Mgs: mass of the Sun
0: angle between the source and the line connecting Earthamd S

The Shapiro delay can be up to a few microseconds.

e Gravitational blue shift: Photons entering the Solar system experience a relatitisteshift
due to the Sun’s gravitation. Due to the elliptic orbit of tearth around the Sun this value
differs over one revolution, because the Earth is at diffepesitions of the Sun’s gravitational
potential.

e Dispersion in the Interstellar Medium (ISM): The ISM causes a dispersion of light of dif-
ferent wavelengths. For multiwavelength observationsathigal time of photons at different
wavelengths must be taken into account.

OPTIMA's data reduction software uses the TEMPO Hj'clnary [ERET82] to account for all
of the above mentioned effects.

Binning of events

In order to get intensities and thus to create light curves,event data must be binned. The data
recorded in the OPTIMA raw files gives the individual arrivahe of each photon detected. In-
tensity is defined as the number of photons per time intetliak the individual photons must be
binned into time bins.

Since the (barycentrgyjarrival times of all photon events are known, they can béyesasrted
into time bins with fixed interval sizes.

2http://www.atnf.csiro.au/research/pulsar/tempo/
3Depending on the scientific investigation the events mayaetled to be barycentred.

77



Crab Pulsar, OPTIMA, Calar Alto 3.5m, Jan 10, 2002 20:09:01 UT + t(s), no Filter

Counts/bin

h 1 1 1 1 . 1 ! 1 . h 1 1 1 1 1
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 0.20 0.22 0.24 0.26 0.28 0.30 0.32

time [s] (1ms bins)

Figure 5.2: Light curve with 1ms resolution showing maingeuénd inter pulse of the Crab pulsar

Light curves and Folding

The optical pulses of pulsars are very faint. Even at telessavith large apertures, the achievable
signal-to-noise ratio is rather low. In order to improve #ignal-to-noise ratio several periods of
the pulsar light curve can be added phase-coherently, ghrthe mathematical method known as
folding.

The Crab nebula has a period ©83 ms, thus, to detect individual pulses in its light curve a
small bin size must be chosen. This means there is only a smmaber of events per bin and the
signal to noise ratio is rather low. OPTIMA has shown thataih detect individual pulses in the
Crab pulsar light curve during an observational campaighest.5 m Calar Alto telescope in Spain
(see figuréLl2).

Folding of strictly periodic objects is mathematically @omy the modulo operator on the light
curve with respect to a certain orbital phagg, Through equatiof 8.2 the corresponding phase
given by:

¢i = [to — t;] 0P + ¢o (5.2)

wheret, is the time taken as phase referenggthe corresponding phase, P the object’s period, and
t; the barycentred time index of the bin.

In the case of objects with varying periodicity the changeheiir period must be taken into
account, when being folded over several periods. The Jd8laglk Radio Observatogyprovides
monthly ephemeris data for the Crab puisarhese provide correction values for the first period
derivative due to pulsar braking. Using a Taylor expanstite, phase calculation formula then

becomes:

bi = mod [P + (t; — o) P + 6o (5.3)

“The Jodrell Bank Observatory resides in Macclesfield, Wnit&ingdom. Further information at

http://www.jb.man.ac.uk/
Shttp://www.jb.man.ac.uk/research/pulsar/crab.html
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where

0o: reference phase
to: reference time
t;: barycentred time index of bin i

P, P: pulsar period and its first derivative

Light curves of the Crab pulsar obtained over several psrigive a much better signal-to-noise
ratio and allow investigation of phase-resolved detailgsitight curve. Folded optical light curves
of the Crab pulsar, showing the main pulse and the inter patsgpresented in sectibnb.4.

5.1.2 Light curve reduction

Barycentering and binning provides light curve data fohegttannel recorded with OPTIMA. This
constitutes only the first step of data reduction. For itlsbn purposes the steps in OPTIMA data
reduction are compared to those encountered in CCD datatredwvith which most readers should
be familiar.

Just as CCD frames taken in astronomical observations taiteimimaging detectors, OPTIMA
light curve data still contains instrumental and sky cdmitied background that must be removed to
obtain cleanly reduced data, with as few instrumental actsfleft as possible.

At first the dark count rate of the avalanche photodiodes tisragned. During OPTIMA ob-
servations, the first three to five minutes the shutter of tRFIMA instrument is kept closed to
determine dark rates. In the analysis the average overithésis taken as a suitable measure of
the dark rate of the APDs. As mentioned in chapier 2.3.3 thkifP& Elmer APDs are cooled
by Peltier elements and their dark rate is rather constahe riedian value taken for each APD
separately is then substracted from the correspondingnethaim the CCD data reduction example
this corresponds to the substraction of a dark frame.

Also as mentioned in chapterZ13.3, the count rate outputich &PD partly depends on the
individual combination of the input coupling factor intcetfibre, the transmission efficiency of the
fibre and the output coupling from fibre into the APD’s siliconhus, exposed to the same light
flux, the APDs do not output the same count rate. The differerare of the order of 10 to 30
percent and the channels must be calibrated against eagh dthis is done by placing the fibre
apertures on dark sky regions, which appear free of sourcesdeep CCD exposure. The sky
background is assumed to be uniform over a radius of a few arates across the fibre apertures.
Then the average of the sky background measurement for émelidficalculated and the value used
to determine each fibre’s calibration factor. It is custoyriarcalibrate the other fibres against the
target fibre. The sky background median values of these tirergdation to the median of the target
fibre and the count rates in these channels multiplied byetfegors respectively. This calibration
is similar to flat fielding with a sky flat in CCD data reduction.
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Finally, for background reduction, all channels not contated by any star’s light, i.e. the
single background fibre (see chafdier3a.3.1) and the suringifitires of the hexagonal bundle are
coadded. By coadding several background fibres the signadise level can be improved. The
hexagonal fibre bundle also allows to substract the nebutgpooents for embedded sources, e.g.
in case of Crab pulsar observations. the resulting backgrdevel is then substracted from the
target fibre to give a fully reduced light curve.

An additional advantage of the fibre bundle is that an ine@&afux in some of the surrounding
fibres can be considered as an indication that the targeastadently moved off the central fibre.
So, in addition to monitoring via the field view unit (see s&cfZ.35), this can be an indication of
a wrongly positioned target star. In principle an even iaseein all surrounding bundle fibres can
be considered as a measure for very bad seeing.

5.1.3 Quality monitoring

OPTIMA's CCD camera (see chapf@r 2) is used to take 10 secquukares of the field of view
during observations. Although the sources themselveshndnie positioned on the fibre apertures
are not visible in the frames, this gives the possibility s@ these frames for monitoring seeing
conditions. Unexpected changes in flux in the light curvesdneot necessarily be caused by the
target source. Increases in the background level can bemets by the background reduction with
the other channels (see sectlon 4.1.2), but changes in pl@s conditions can not be deduced
from the APD count rates alone.

Passing clouds cause light to be reflected and result in ardsed flux in the whole field.
On the other hand, atmospheric extinction, due to an inereéagirmass for example, results in
a decrease of flux in the whole field. The CCD quality monitgris also helpful in determining
the character of flares and spikes in light curves. These tnigltaused by passing airplanes or
satellites that only shortly fly over the fibre aperture. Ia tBCD frames these appear as streaks
across the image. The CCD frames contain UTC times in thedraxposure time tags. The time
tags are not as accurate as the GPS time tags of the OPTIMAdigkes, but the accuracy is
sufficient to relate the frames to features in the OPTIMAtligirves.

5.2 Cataclysmic variable star HU Aqgr

HU Aqr is an AM Her type Cataclysmic Variable (see chapfer2).5vith a WD primary and a
M4V type secondary. In this type of CV the white dwarf (WD) lsestrong magnetic fiﬁ:{CrOQC»],
reaching out far into the system. The material flowing fromgbcondary mainly consists of charged

®Typically 1080 MG. AR UMa has the strongest magnetic field known in a white dwtti a strength o230 MG
[Scha9].
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particles and these are forced to move along the magnetitliings in a spiral motion. In non-

magnetic CVs the circulation radius is the radius at whichrdigle falling in on a ballistic trajectory

towards the white dwarf has sufficiently lost so much of itgidar momentum that it takes on
a circular orbit; this constitutes the outer rim of the atiore disk around the WD. Thus, if the

radius of the magnetosphere reaches beyond the circultatitivs, no accretion disk is formed. The
magnetic field lines emanate from the poles of the WD andgbestiare forced out of the equatorial
plane of the binary systeni [Hel01]. The region outside thgmatoshphere is still dominated
by the ballistic trajectories of the particles in the stref8MH94], while closer to the WD the

magnetosphere dominates particle movement [WKJM89]. Thdetting of the geometry of the

accretion stream in strong magnetic CVs is still a debateit tof theoretical modeld THHS99],

[EW99).

Charged particles are forced to move along the field linesy e “frozen” into the extended
magnetosphere and corotate with the white dwarf. This leadgin-locking, where the spin period
of the WD adjusts to the Keplerian orbital period of matejiedt outside the magnetosphere. In
this equilibrium situation there is no discontinuity in @eity for material flowing from outside
into the magnetospherz [Hel01]. The strong magnetic fieldes also the WD to get locked into
synchronous rotation with its secondary star, so that theesside of the white dwarf is facing its
secondary, the late-type main-sequence star, at all times.

The material flow from the secondary to the primary is a cornpaeam along the magnetic
field lines, and is called thaccretion stream Due to the concentration of material into the thin
stream, its density and hence its luminosity is high and aariribute up to half of the overall
luminosity of the binary system in the optical. The exactrgetry of the accretion stream is hard
to determine, since it depends on the orbital phase and riadiedd configuration of the binary
system, and the initial ballistic trajectory of the mateseam. Collisions of particles with each
other form shocks and lead to blobs of material of higher iemgthin the stream. In CVs with
a high inclination angle, i, as it is the case for HU Aqr, deelipses of the different components
contributing to the observed light curve allow a good deteation of the stream geometry (see
sectio&.R).

The material flows towards one of the magnetic poles of the W&nce, this type of CVs is
also known as a “polar”. Since it requires less energy to gesa far outside the plane, the material
usually flows towards the weaker one of the magnetic polesigih some of the material might still
accrete onto the other pole [Hel01].

The ionised particles circling around the magnetic fielddiin a spiral motion, emit cyclotron
radiation at the typical cyclotron frequengy. The frequency of the emitted radiation is then given

by
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v = B (5.4)

2Tme

where B is the magnetic field, e is the electron unit charga panthe rest mass of the electron.

At the small accretion region on the WD, the so-called “hait$palmost half of the observed
luminosity of the binary system is created, the other halaigely contributed by the accretion
stream as mentioned above, and only a small fraction otiggrnimom the WD itself and the com-
panion star. The nature of the radiation created in the itgigygends on the density of matter that
crashes onto the WD. If a diffuse stream of material hitss tdnverted to thermal energy and the
material extends into an accretion column. Incoming maltém the stream hits the column and
a shock forms where the collision of electrons and ions er¥atays through bremsstrahlung. The
material slows down, cools, and accretes onto the WD's serfdense blobs on the other hand
have a higher kinetic energy and do not experience an aoerstiock. They fall directly onto the
WD where their energy is absorbed by the WD’s atmospherehwrieates blackbody radiation of
a temperature of c200000 K [HelOT].

Depending on the amount of material flowing in the accretimeasn and accreting onto the
WD, HU Agr can be seen in a high or a low accretion state. In bigke its average brightness over
one period is up to abolt ~ 14.7.

5.2.1 Observations

Observations of HU Agr were done during several nights asgfdhe secondary science program
of the “OPTIMA Burst” campagin. Observations were carried with the 1.3 m telescope at the
Skinakas observatory during the nights listed in téblé 5.1.

Date Telescope  Duration Spectral range Figure
Jul1,2006 SKO, Crete 7900s 400 — 950 nm
Jul 8,2006 SKO, Crete 7750s 400 — 950 nm
Jul 15, 2006 SKO, Crete 7900 s 400 — 950 nm
Aug 6, 2007 SKO, Crete 13500 s 400 — 950 nm
Aug 7, 2007 SKO, Crete 9400s 400 — 950 nm

R E R

Table 5.1: Log of observations

OPTIMA operated in photometer mode, using the fibre bundld.Adr was positioned on the
central fibre, while the surrounding six bundle fibres anddédicated background fibre recorded
sky background. In figurds$.3 [05.7 the light curves reabiidehe above mentioned nights are
shown. The data shown was binned with one second bin size.
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Figure 5.3: July 1, 2006: HU Aqr, 1 second binning
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Figure 5.4: July 15, 2006: HU Agr, 1 second binning

83



2000

1750

1500

1250

Count rate
[y
o
o
o

750

500

250

~gl*"l"||||||||||

R A R

1000

2000 3000 4000 5000 6000 7000 8000
Barycentered time in seconds (after 23:00:12.39 UTC)

Figure 5.5: July 15, 2006: HU Agr, 1 second binning
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Figure 5.6: August 6, 2007: HU Agr, 1 second binning
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5.2.2 Analysis
Features in the light curve

The most prominent feature in the light curve of HU Aqr is theep eclipse phase. HU Aqr is
an eclipsing binary system that is seen nearly edge-on,enthersecondary star entirely eclipses
the WD. Due to the fact that the contribution of the luminpsif the WD to the overall brightness
of the system is negligible, the greatest change in brigistoan be seen when the hot spot near
the magnetic pole of the WD is eclipsed by the main sequeraze $herefore the ingress phase
is very steep, having a duration of only ca. 16 seconds (d#e[fa2). Similarly the egress time
is of roughly the same duration and very sharp. During thipselonly the blackbody radiation
of the secondary star is seen, when it passes in front of theawtDalso eclipses the accretion
stream. Its magnitude 8 ~ 19.1, corresponding to the observed 250-300 counts in the OPTIMA
observatio

In previous observations of HU Aqr. [HCHY], [SMHY/] and[BCR 02], the accretion stream
was seen at a different phase, so that at egress and ingrbessystem the brightness contribution
of the accretion stream could be clearly distinguished. W\Whe hot spot was already partially,
and then fully, eclipsed, the accretion stream threadioggathe magnetic field lines leading to the
WD’s magnetic pole was further and further eclipsed by thmsdary. Thus a linear decline in
brightness could be observed in the light curve, until tiir@accretion stream was hidden behind
the secondary. The linear decrease in brightness sugbasth¢ luninosity of the accretion stream
is relatively even, with a slightly steeper decline towattus end. The same light curve shape was
seen in OPTIMA observations in 2000 (see fiduré 5.8).

Just before the onset of the eclipse, a “pre-eclipse” dipbeaseen in the light curve. In the
observation on th&* of July 2006, only a very faint dip can be identified, whilestgrominent
in the observations on thg? of July 2006,15"* of July 2006 and on th&"” of August 2007. The
observation of the night of thé* of August 2007 started just before the eclipse of the syssem,
that the phase of the pre-eclipse dip is not visible in thitlgurve. The dip occurs, when the hot
spot on the WD is partially eclipsed by the accretion stred@rerefore, the phase of the centre of
the dip is related to the azimuth of the coupling region [BOR].

In all observations in 2006 and 2007 the light curve showsdewlip to a about less than half of
the maximum brightness, where both the accretion streanthenitiot spot are visible. That feature
can not be seen in the light curve observed by Straubmeiériat2000 [SirO1], though the data in
Bridge et al. [BCR 0Z] does show a similar feature.

It is also notable that the overall brightness level (abi@®0 cps) after egress is the same as
before ingress, while the OPTIMA light curve in 2000 showsggnbr level count rate before ingress

At the 1.3 m telescope of the Skinakas observatory%* magnitude standard star yields about 250 counts per
second above background level.
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Figure 5.8: HU Agr light curve recorded & of July 2000 at the Skinakds3 m telescope[Str01].
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than after egress, abot®00 cps to 6000 cps. Another distinction between the observations is that
the light curve in 2000 showed short time scale spikes of #edids duration. Resolved at high
time resolution these showed a Gaussian shape and theivpkekwas about two and a half the
value at their baseliné [Str01].

The light curves of the years 2006 and 2007 observations meemded at the same telescope
as that curve presented [n[Str01] during the year 2000.€€fbrr the count rates of the two graphs
can be compared with each other. It can be clearly seen thatitWvas in low accretion state
during in 2006 and 2007, showing a peak count level {0 cps, while the curve of 2000 shows
rates up7500 cps. That is a four times higher intensity. In magnitude scale A was in the
visual 3.5 magnitudes brighter during the high accretiatesin 2000 than its low accretion state in
2006/2007.

Ingress and egress time scales

As mentioned in the introductory paragraph of HU Agr, theeptedges of the light curve hint at
a very small, localized emission region on the white dwarhisTis known as the hot spot, and
determining the ingress time, that is the time from the lefeineclipsed brightness to full eclipse,
gives an estimate for its size.

In [Sir01] a linear fit with four piece-wise defined segmentswhosen due to the contribution
of the accretion stream in the eclipse phases. As mentioredbpsly, the accretion stream is now
in a different configuration, and not visible during ingresxl egress phases of the eclipse. The
shape of the light curve allows to use a three segments piessedinear fit for the ingress and
egress phases.

The fit assumes a constant level before egress, falls off tonaasly, and reaches a constant
level at full eclipse. Similarly for egress, the fit startdla constant level in full eclipse, increases
monotonously, until it reaches the maximal brightnesslleviée two gradients for ingress and
egress may differ from each other. Due to the synchronowadioot of the system and the orbital
movement of the secondary star, the egress time is slightlydr than the ingress time. This effect
was also observed by Bridge et al. [BC&Z].

Applying this fit to the ingress and egress phase of a paaticetlipse, gives the parameters
determining the size of the hot spot on the WD’s surface. buthé high noise level in the light
curve, the fits have large errors. HU Aqr in low accretionestas only a low luminosity which
leads to a bad S/N level in connection with the rather smalitapel.3 m telescope of the Skinakas
observatory. The resulting ingress and egress duratiengieen in tabléh]12.

With knowledge of the separation of the WD and the main secpistar in the HU Agr sys-
tem, their Keplerian orbital velocities can be determin€bis relates the duration of eclipsing the
hot spot on the WD to the orbital velocity of the secondary atad hence gives a limit for the

87



T T T
Data +
1400 Fit
++ * !
1200 et N
L N . . i
+ + +
+, . . . - . +rv
+ R i + ++
ﬁph e O
+ 4T+ + ¥
- . +
1000 + - * - S i
+
+ - - +
.
#
% ' *
8
g
\
= 800 | A R
=
o
© b
:
600 B
+ b +
.
R 4 - N e 7 +
400 gl T e
i + + o AT dy o o
ot . + et L+
-+ = o T + o
o T e o+ = R -+
+ e
. . . e
200 L . + i
i +
1 ! 1 !
3700 8750 8800 8850 8900 8950
Barycentred time in seconds (after 22:58:18.65 UTC)
T T T T T T Dot
ata +
1400 Fit
+ +
L EA—
1200 R . q
T T - + N
X i Sy
DS 2 PSR AN SR
T e T e w4
¥ P T IE -t S
1000 - P L g+ |
o =T b e e T oA, Attt
" - A e T e
+ o+ *+ e R L+ +‘ﬁ'ﬁ by
© * iy + +: =3 ﬂ*‘ +++ i
=] + * b + L et
S 1 L + 4 ++++
2 800 F 1 1
600 - 1 4
+ o+ - .
| . . 1 | . .
9000 9100 9200 9300 9400 9500 9600 9700 9800

Barycentred time in seconds (after 22:58:18.65 UTC)
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observed in the light curve of 7 August 2007.
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Eclipse Ingress duration Egress duration

1 July 2006 5.58+17.5s 6.7s+3.6s
8 July 2006 83s+t14s 758+ 1.7s
15 July 2006 8.3s+22s 52s+23s
6 August 2007 19.6 s+ 2.6s 182s+3.0s

7 August 2007 (first) 16.8s+1.6s 120s+1.1s
7 August 2007 (second) 18.1 s + 1.7 s 19.1s+2.0s

Table 5.2: Ingress and egress times for all observed eslipsg006 — 2007

dimensions of the hot spot on the WD's surface. The main semustar’s orbital velocity is ca.
200 kms~—'. Thus the above given time durations correspond to a spetaiabout1600 km in
2006 and3600 — 4000 km in the observations in 2007. The hot spot was in 2007 almastate

a half times larger in diameter than compared to 2006. Whettie is due to a change in mate-
rial flow or in a change of the configuration in the magneticdfi@hich changes the threading of
the material confined to the field lines, cannot be determiread OPTIMA data alone. Accretion
stream mapping, as described by Harrop-Allin et all_in [H®S] and [HPCOL] and by Vrielmann
et al. in [VSO1] might provide a method to determine a chamgeoinfiguration of the magnetic
field threading in this years observations compared to teeiqus year.

Determination of the ephemeris for 2006 — 2007

Determination of mid-eclipse times allows the calculat@ran accurate ephemeris for the cata-
clysimic variable star. HU Aqgr has a period of about 124 mésutBy observing several eclipses
and determining the their mid-eclipse times the period ef @/ can be determined. From the
period and absolute time tags of particular eclipses themphis that allows to calculate past and
future eclipses can be calculated to a high accuracy.

Although here only a smaller number of observations of thipse phase of HU Aqr is available
the priciple of calculating an accurate ephemeris from alvemof eclipse observations for which
absolute time tags are available, can be demonstrated tsirabove light curves as samples. Due
to the steep ingress and egress edges in the light curventestion of the mid-eclipse time is
easily done. The error in the accuracy for that time is majiven by the error of those edges and
starting with the observation of” of August 2007, where two successive eclipses were observed
the period can be determined.

The mid-eclipse time can be determined from the fit valuedhefabove used three segment
piece-wise linear fits used to calculate ingress and egirees.t The mid-eclipse time is then the
difference between the two times, where ingress and egeash the base level value over two:
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t o tbase—egress - tbase—ingress
mid—eclipse — 9

From two mid-eclipse times a first estimate for the periodlwaalculated. Using the two succes-
sive eclipses, observed in the night from Tifeto thes” of August 2007, gives a period 8898.3 s

+ 2.6 s, where the error stated is due to the inaccuracy of the isgned egress point measurements,
which determine the start and end points of the fully eclipglase. Using the eclipse recorded on
the previous night provides a suitable step in determinimpee accurate value. The time difference
between the two eclipses is, given in Julian Date:

At = (2454320.47590 492 x 10*5) - (2454320.47590 41 x 10*5) —0.087 +£2 x 10~

Dividing this difference by the orbital period derived frdahe two eclipses before, gives the number
of orbits to bel0.97 + 3 x 10~%. It is clear that the number of orbits between two eclipsetrbas
an integer number, therefore the number of orbits must béAith this knowledge the error gets
smaller through

j0d g - 10.97 0.087-10.97 , 2
perto OllCll = periodyey = PETIOdp ey = — 1 +—

x107° = 0.08676 £2 x 107°

This gives a more accurate estimate for the period of HU AgbealD(0.08676 4 2 x 10~°),
7496.1 s+1.72 s, which now allows an extrapolation to time scales of morathgear. Therefore,
the mid-eclipse times of the observations done in 2006 k& used to calculate a better estimate
for the period. By continuing this argument and using the-gtlipse times of all five observational
runs, covering six eclipses, the period and hence the liegsemeris of HU Agr can be determined
to be:

Teer = JD (2453925.4429734438 + 0.00002) + E x (0.0867618 + 0.000002)

where the eclipse timél,;, can be calculated from the start time on the left plus thelamof
eclipses, E, times the period.

Schwope et al. determined the ephemeris with a high accutesiyg a far greater number
of eclipse observations, than available with these OPTINdSeovations[[SMHY7], which led to a
value of, given in Julian Date format:

T = H.JD2448896.543707(27) + E x 0.086820446(9)

5.2.3 Results

Observations of the Cataclysmic Variable star HU Aqgr in 2606 2007 reveal that the system
shows different characteristics in its light curve. The treygparant fact is that the system was
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now observed in a low accretion state, where the peak bightin its light curve is almost 3.5
magnitudes less than during 2000 where it was observed ighedticretion state.

The observed brightness difference between the phasesttéfoeclipse and after eclipse in the
light curve of 2000 was explained through the fact that thiespot is seen at different angles. The
region above hot spot is the origin of high energy cyclotradiation. The cyclotron radiation does
not reach its maximum at observation along the magneticlfiedd, but at greater angles subtended
between the line of observation and the magnetic field lia¢ ¢émits the radiation. That angular
dependency is also the reason why the eclipse-free regibe ¢ifjht curve does not show a constant
brightness level.

The table of ingress and egress times [Sek 5.2) shows thairigpess and egress times are of
comparable lengths for the year 2006, within the given eifoe same applies for the times of the
year 2007, if they are considered by themselves. The datassiioough, that ingress times in the
observations recorded in 2007 are more than a factor tweelahgn those in the year 2006, while
egress times are about two to two and a half times longer ti@etmeasured in 2006. This seems
to be an indication for a change in the spot size of the aceregpot on the WD, due to an increase
in material flow. Although this argument is in to contradictito the fact that HU Agr was in a low
accretion state at both times of observation in 2006 and.2808@ther contributing factor could be
the azithumal movement of the accretion spot on the WD’saserfvhich leads to different angles it
is observed on and thus longer ingress/egress times. Tassdime of the first eclipse observed on
7th of August 2007 appears to be an odd value, being a third stbete the one on the night before
and the second eclipse observed in the next orbit. The rdasdims is unclear, though, a possible
explanation could be a less dense region in the accretiearstrwhere at that time the material flow
accreting onto the WD was significantly lower.

The linear eclipse calculated from the 2006 and 2007 alloediption of HU Aqgr eclipses up to
five years. The accuracy given for the ephemeris determipn&tbwope et al. is far higher than the
one calculated with the OPTIMA 2006 and 2007 data only. HU i&dyelieved to have non-linear
components in the development of its ephemeris which isatlyr investigated by Schwope et al.
in more detail using a greater set of eclipse data.

5.3 Low Mass X-ray Binary Agl X-1

Aqgl X-1 is a highly active LMXB [KDG"73], showing recurrent X-ray outbursts roughly on a
yearly basis[[PT84]. Its primary object is thought to be atrmustar [KIM™81] of an estimated
mass of more tham.6 M, [CCS"04], while the secondary star only has a mass of less thén,
and is thought to be of type K6-MOICILP99]. In contrast to LEXwith a persistant accretion flow
from the Roche lobe of its companion star, Agl X-1 is a softa¥-transient (SXT) that occasionally
shows short outbursts of a few weeks to months duration ardriturns to a quiescent state. That
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means the system can be observed in two different statesptballed High Intensity State (HIS)
or the Low Intensity State (LIS). The optical counterpartAgfi X-1, V1333 Agl, was identified
in 1978 [TCB78] at a position with right ascensio®*11716.0° and a declination of°35'6" (for
epoch 200

The Aqgl X-1 system is dominated by processes in its accratisk. While being in HIS the
luminosity of the accretion disk by far outshines that of tbenpanion star, both in the optical and
the X-ray regime. For LMXBs the greatest part of the energgnistted in X-rays. In HIS a great
amount of material accretes onto the disk and the accretgkroin is closer to the neutron star.
This causes an increase in brightness in the visual magnitoch V~ 19.26 [CILP9¢] during LIS
to ~ 17 during HIS.

5.3.1 Observation

Monitoring observations of Agl X-1 in the optical band shalen increase in brightness for the
time from 28" to 315 of July 2006 [BNMU®] and[[IC06]. On 1 August 2006 it was obsstv
by the Swift satellite [WWMBL0O6a] and_ [WMBLO&b], but no X-ragutburst was reported for the
Swift observation. Triggered by notices in the Astronomérelegram, OPTIMA performed an
observation of Agl X-1 on 1 August 2006 at the Skinakaksm telescope on Crete, Greece.

OPTIMA observed Aqgl X-1 for about one and a half hours on tarJde field of the Aquila
region is very crowded which led to stars being on two of thecaunding background fibres of the
central fibre bundle (see figure R.6). These stars show highteates in those recorded chanels
and their positions could be verified in the CCD exposureswiaae taken before Agl X-1 had been
positioned on the fibre.

Aqgl X-1 shows a long flare in the light curve at 21:32:51 UTCr{feentred time), where the
observed flux is about five times higher at the peak value thdredaseline. The observation was
recorded with only four of the bundle fibres connected to tA€Dthe others were in ready mode
for the polarimeter. Thus, only the dedicated backgroune ffil) in figureZ2Z.R), could be used to
determine the background intensity in the data reductids fibre showed a clean background rate
and did not show any flaring activity that can be seen at 2313RITC (barycentred time). Thus,
it can be ruled out that any overall increase in the whole fiéldew is the cause for the observed
feature in the target fibre.

Another effect that can cause a sudden increase of lightlaxeé of the channels are passing
satellites or meteorites. Their characteristic is a sudgterp increase in the flux, when they fly
over the fibre. As described in chapkér 2 the optical fibregcawirce of 6 arc seconds diameter
on the sky, when OPTIMA is used at the Skinake®sm telescope. The flare’s duration is about 80
seconds. This duration rules satellites and meteoritesbegtuse their high angular velocity lets

8The most up to date position is for the radio counterpart [RM]D
%These were channel 1 and channel 2 of the fibre bundle.
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Figure 5.10: Agl X-1 light curve observed on 1 August 2006.e Téft graph shows the observed
flare with 1 second binning. The figure on the right shows ttre fladetail with 0.1 second binning.

them pass on the order of seconds. Even a meteorite comirgaohdn to the fibre would not last
80 seconds. Also, no traces as they would be caused by pasd#ilites or meteorites, were seen
in the 10 second CCD exposures.

5.3.2 Analysis

The shape of the flare suggested fitting a fast rise and eachyd&RED) function to it. A FRED
function is a piecewise defined function with an exponelgtifast rising part, with time constant
Trise; F€@ching a peak value at tintg...;, after which a slower exponential decay starts with a
slower time constant,..,, until it falls off again to its constant value at base lewg),.. The
function definition is as follows:

t—threak

fnormalizaton “€ Trise  + Cpgse Zf t <tpreak
f(t) = threak—t (55)

fnormalizaton - e Tdecay Chase Zf t> tbreak

The resulting fit, using an exponentially rising edge togethith an exponentially falling edge after
the maximum yields the following fit parameters, given inefR3.

Fit parameter| Value Uncertainty  Unit
toreak 2286.8 + 0.29 s
Trise 16 + 0.26 s
Tdecay 244 + 0.85 s
Jnormalization 2240 + 59 cps
Chase 475 + 4.2 cps

Table 5.3: FRED fitting parameters for the flare in the Agl Xght curve
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Figure 5.11: FRED fitted to the flare in the Agl X-1 light curve

The FRED fit is overplotted with the observational data in fed&.I1. The flare shows a
steeply rising edge with time constant= (1.6 + 0.26) s. The flare reaches its peak value of
2715 + 59 cps at 21:32:51 (barycentred UTC time). This constitutes mbenta five-fol@ in-
crease in flux compared to the base valud@f.0 + 4.2 cps. The falling edge falls off with a time
constant ofr = (24.4 + 0.85) s. Integrating over the fit function gives an estimate ofthetime,
which is the time between 5 percent and 95 percent of the Ibflerahas been received. This value
for the fitted curve iggp = 86 seconds.

Checking for X-ray observations of Agl X-1 that were conduttround the time of the optical
outburst, revealed that there is a 22 day long X-ray outhihet was observed with the All Sky
Monitor (ASM) instrument on the Rossi X-ray Timing Explor@RXTE) (see figurd’5.12). The
ASM on the RXTE X-ray satellite uses three so-called “Scagrishadow Cameras” to provide
observations in the — 10 keV X-ray band. The counts given in the graph are nominal rates of
“one-day-averages” that are computed from the one-dayageeof the fitted source fluxes from
usually 5-10 individual ASM dwellg [asm07].

Figure[5. IR shows that the observations of increased ojgtit&ity of Agl X-1 mentioned in
section5.B coincide with the onset of a X-ray outburst olesgiby the ASM over a period of 22
days from 28 July 2006 to 19 August 2006. The OPTIMA obseovation the first of August 2006

10 i H ~
The flux ratio of the peak value to the baseline level#&"2* ~ 5.7.
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Figure 5.12: RXTE All Sky Monitor observations of Agl X-1 fmoJuly 27 2006 to 31 August 2006.
The graphed data is the one day average rates over the sunamdsli foom2 — 10 keV. The time
of the observation with OPTIMA is marked in red on the timelin

fall into the slowly rising slope at MJD53948, where the X-flux is about 1.75 counts per second
inthe2 — 10 keV band of the ASM. This value is significantly, abov8 a limit, over the base line
flux of ~ 0.5 counts.

5.3.3 Results

Comparison measurements with standard stars show that 3@@weounts per second at the m
telescope of the Skinakas observatory correspond to alvisagnitude oflV ~ 18.5. Thus, Aq|
X-1 was still in the LIS at the time of the observation with QRTA.

As mentioned at the beginning of this section section, Adl Xhows almost yearly outbursts.
These outbursts in HIS usually last of the order of days tokae&he increase in optical flux that
has been observed to preceed the X-ray states are also oflar glaration, on the order of days
to weeks[[MBOb]. Most of the outbursts observed in X-rays dbghow a FRED shape. Thus, the
nature of the short duration flare in the optical lightcumanf 1 August 2006 is different from those
outbursts.

The so-called “Type I” X-ray outbursts in LMXB with a neutra@tar primary are caused by
sudden explosive thermonuclear burning of accreted na&teni the neutron star's surface. This
creates an increase in X-ray flux of one magnitude or more atene of a few seconds. Subse-
guent reprocessing of X-rays in the accretion disk causesldes increase of a few factors in the
optical light curve, too. Outbursts like this have been ol by Hynes et al! THyn05]. They report
outbursts of EXO 0748-676 with a similar duration of 50-1806a1ds. Simultaneous observations
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with RXTE allowed to resolve the structure of individual Ayroutbursts and the shapes of opti-
cal/UV flares. These show a steep rise and a slower decaywfolj the FRED pattern, though the
shape of the X-ray outbursts differs from those in the optidaregime. Cross-correlation between
the simultaneous bands revealed a lag of the optical/UVslairabout3to5 s with respect to the X-
ray outburst peak. The dwell-by-dwell light curve of the ASKkbws an X-ray outburst of 2 counts
per second at MJD 53948.371996 close to the time of the petideaptical outburst observed by
OPTIMA at MJD 53948.371305. Due to insufficient time resalatof 90 s of the ASM, the flare
observed with OPTIMA on 1 August 2006 cannot be verified toashsimilar lag with respect to
the X-ray region outburst.

The flare seen in the optical light curve is thought to oritggnrom a small X-ray outburst,
part of the long-duration 22 days X-ray activity observedha ASM, that got reprocessed in the
accretion disk. The absorption mechanism is dominated loyopibsorption below energies of
7 keV, and above cal0 keV Compton scattering takes over. At high energies Comptoaatih
takes place, significantly reducing the reprocessing effigt [Hyn0%]. Absorption and re-emission
can also occur in the atmosphere of the secondary.

The decay of the optical light curve with a time constantf,, = 24 s might be an indication
for reprocessing in the disk and the atmosphere of the sacgnithough the latter depends on the
phase of the system was in during time of observation. [ffetight travel times to different
reprocessing sites might be a cause for the smeared out (DEibE"02].

This serendipituous observation of an optical flare in Agl Xuring high X-ray activity pro-
vides further evidence for the reprocessing mechanisnigimteraction of LMXB accretion disks
with Type | X-ray outbursts of the neutron star in the system.

5.4 Crab Pulsar

The Crab Pulsar as the brightest optical pulsar is an ofted terget for the test of high-time
resolution optical instruments (see chajiier 2.5.1). Jhms period light curve has been very well
covered by observations in the past decades.

5.4.1 Features in the optical light curve of the Crab pulsar

Despite of the typical slow-down of the rotation period doi@tilsar braking (see chapfer?]5.1), the
shape of the Crab pulsar optical light curve has been obd¢éoveemain stable in terms of its pulse
shapel[Paci1].

The optical light curve of the Crab pulsar shows two distiieettures. There is a sharp main
pulse that preceeds the main pulse in the radio emissiondd@laged emission is thought to be due
to different regions the optical and radio emission origgn@om (see chaptér 2.%.1). The second

96



feature is the so-called inter pulse at a phase delay 06f4 after the main pulse. It has about one
guarter of the peak height of the main pulse (see figurd 2R&erenced to the Jodrell Bank radio
ephemeris, the main pulse of the optical light curve appabasphase of about 0.99, and the inter
pulse at a phase of 0.4. The main pulse and the inter pulse are thought to originata two
distinct beams from the two poles of the pulsar (see chagel 2

5.4.2 Crab pulsar observations by Karpov et al.

Karpov et al. conducted extensive observations of the Cuddap with optical detectors over the
years 1994 to 2006 (see tablel5.4). The group of Karpov ets&ld a set of different instruments
over the period of twelve years. All of these instrumentsvfgh® a time resolution of up tbus,
and data reduction was performed with the same softwareaga@ to avoid inconsistencies by
systematic differences due to data analysis [KBE].

Date Telescope Instrument Duration Spectral range
Dec 7, 1994 BTA, Russia  Four-color photometer 2400 U+B+V+R
with photomultiplier
Dec 2, 1999 WHT, Canary Avalanche photodiode 6600 R
Islands
Nov 15,2003 BTA, Russia  Avalanche photodiode 1800 R
Dec 29, 2005- BTA, Russia  Panoramic spectro-polarimeter00@8  4000-7000 A
Jan 3, 2006 with position-sensitiv detector

Table 5.4: Log of observations [KBB)7]

The photon events were binned into 5000 phase bins whicls giéet s resolution for the
light curve. The light curves were then folded with Karpovaék fast-folding based method of
timing model fitting [KBBT07]. The resulting light curves for all observations in 199499, 2003
and 2005/2006 are plotted in figure 5.14.

In contrast to the usual plots of the Crab light curves whiobvs the main peak at the above
mentioned phase of 0.99, the light curves shown in the Kagp@'. publication have been shifted
in phase by about 0.65, so that the main pulse lies at a phas® &ft and the inter pulse at a phase
of ~ 0.75.

Pulse stability

After applying their second-order timing model, the dat&Kafpov et al. of 2005/2006 shows a
quasi-periodic variation with- 2.5 - 10~3P rms amplitude with an estimated time scale of about 0.7

HBarycentering was performed laxBarycode by Arnold Rots and Karpov et al.’s data reduction safwa
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days [KBB™07]. The data from 1999 does not show these and behaves noitha 4.1.s rms
(see figuré 5.13).

15

T | o
jw il ﬂﬂ} ey ! N

o 1000 2000 3000 4000 5000 6000 7000 1 2 6
Time, sec Time - JD 2453733.5, days

Timing Residuals, us
Timing residuals, us

Figure 5.13: left: Timing residuals for data of 1999, copmding to4.1us rms, right: Timing
residuals for 2005-2006 data with a quasi-periodic chartic timescale of 0.7 days [KBB)/]

The light curves recorded in the observational campaigi@@b2006 deviate significantly from
the usual shape of the Crab’s optical light curve. Whilelad! light curves of observations taken in
1994 to 2003 are in perfect agreement with each other, tifdgpod the one recorded in the years
2005 and 2006 differs significantly. The FWHM of the pulseystdhe same, but its shape is much
more symmetric and the skewness seen in the Crab pulses issmailer in that data set. Along
with the smaller skewness follows a shift in phase for thempaiak. In contrast to the light curves
in 1994 to 2003 the pulse shape is observed to be nearly symriji&d8B *07].

Furthermore, the inter pulse appears also more symmetsipebk is smoothed out, resulting
in a lower peak level and a slight movement of its phase toige.r

5.4.3 Crab pulsar observations with OPTIMA

OPTIMA was used to observe the Crab pulsar’s optical lighvein short campaigns in 2005 and
2006 (see tabled.5). No observation was conducted at the tsa@ as those done by Karpov et al.
The closest observations were only two months before arelmonths after (see figutehl15) those
where Karpov et al. recorded light curves showing unusulslepshapes (see figure 5.14).

5.4.4 Analysis

The OPTIMA data was barycentered using the TEMPO-based&atgring software developed in
[Str01] (see section5.3.1) and binned to 1000 bins whichesponds t@3 s bin size. The base
level of the emission was substracted from the curve to ¢iggeak emission only. OPTIMA light
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Figure 5.14: Peculiar pulse shape of the main pulse and the pualse in the Crab light curve in
2005/20061[KBB 07]

Date Telescope Instrument Duration, sec  Spectral range

Nov 13, 2005 Skinakas Observatory, OPTIMA APDs 7200 400 — 950 nm
Crete

Sep 24,2006 Skinakas Observatory, OPTIMA APDs 8400 400 — 950 nm
Crete

Table 5.5: Log of observations with OPTIMA

2005 @O
November |December| January | February: Warch H April H May H June H July H August |September‘
4 t 1

4
13 29 3 Karpov et Al. OPTIMA 24
S

Figure 5.15: Timeline of OPTIMA and Karpov et al. Crab pulebservations
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Date MJID  tjpr tace V oy 1 oy

S us Hz 1079572
15SEP 05 53628 0.031767 140 29.7788534525 1 -372972.07 0.25
150CTO05 53658 0.022656 90 29.7778867428 1 -372940.45 0.30
1I5NOV 05 53689 0.016803 90 29.7768878849 1 -372924.54 0.22
15DECO05 53719 0.026788 100 29.7759213143 1 -372886.52 0.25

Table 5.6: Radio ephemeris for the Crab pulsar publishechbylodrell Bank radio observatory,
ftp://ftp.jb.man.ac.uk/pub/psr/crab/crab2.txt

curves are referenced to the Jodrell Bank radio ephemertbas the phase had to be shifted to the
same phase shown in Karpov et al.'s graphs (see flguré 5.14).

The observation in 2005 was performed with OPTIMA's patalillaston polarimeter. The
count rates in two chann% corresponding to the two polarization angles of one Wailaswere
added up to give the relative intensity, |. This arbitraryigbrate was then baseline substracted
and normalized to 1 to compare it to the graphsLin [KEBB]. Due to intrinsic light losses of
the OPTIMA parallel Wollaston polarimeter, and the facttthaly two channels could be used to
calculate |, the noise level of the light curve shown for tkary2005 is higher than the one recorded
with OPTIMA in photometer mode in 2006.

The OPTIMA light curves were then overplotted with thosel BB *07] (see figuré5.16) to
see if the peculiar pulse shape was present at the times faevalions with OPTIMA had been
recorded.

For comparison the photometer light curve of 2006 was owéral with the peculiar light curve
recorded by Karpov et al. in 2005/2006 (see fidurel5.17). Taptgshows that the OPTIMA light
curve recorded nine months later, on the 24 September 2@@& ot show the peculiar pulse
shapes observed by Karpov et al. between December 29, 200&anary 3,2006.

The Jodrell Bank radio ephemeris of the time around Decer@®@b and January 2006 does
not show any pecularities for the Crab pulsar (see {able 5.6)

The monthly ephemeris publication [LEO7] for the Crab putsgports a significant glitch on 6
September 2004 (MJD 53254.2) and a small glitch for 22 Nowwer@b04 (MJID 53331.1). These
fall into the time after the first Karpov et al. observatiobsit before the observation with the
different pulse shape. The significant glitch was beforditseOPTIMA observation, thus, can not
be considered to be a cause for the observed properties ntber 2005 and January 2006, but
the second glitch on 22 November 2005 could be considered todause for it. It must be noted
though that glitches are taken into account for the comjmutatf the Crab pulsar ephemeris, after

2t the time one fibre of one Wollaston side was broken. Hentalhohannels could be used to calculate an intensity
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Figure 5.16: OPTIMA observations taken in 2005 and 2006 @dewith the Crab pulsar light
curve recorded by Karpov et al. in 2003. Thus, the OPTIMA Itesshow that the light curves at
the two epochs are identical.
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Figure 5.17: Crab light curve observed with OPTIMA on 13 Nober 2005 and 24 September
2006 overplotted with the Karpov et al. light curve of 20@H)a
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sufficient data has been recorded to compensate it. So,itble ghould be already considered in
the corresponding ephemeris.

5.45 Results

The skewed pulse shapes and phase shifts observed by Kamglodering their campaign from 29
December 2005 to 3 January 2006, do not show up in the lighieowith OPTIMA nine months
later. The OPTIMA observation on the 13 November 2005, wigabnly two months before, also
does not show the peculiar pulse shapes. This further nartiogvtime for glitches of the pulsar
ephemeris that could be considered to be the cause for thakads. Comparison with the Jodrell
Bank radio ephemeris notices shows that the significartigthat happened on 6 September 2004
can therefore not be responsible, but the minor glitch afeseon 22 November 2005, nine days
after the OPTIMA observation could still be considered a®ssjble cause for the unusual Crab
light curve 2005/2006. There was a significant glitch on 23éat 2006[[LP07] which preceeded
the second OPTIMA observation on 24 September, which ircji@ could be a cause for the fact
that any change in the pulse shape did not show up anymore @RBTIMA observation.
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Chapter 6

Conclusion

OPTIMA is a high speed photo-polarimeter, developed at tlag Flanck Institute for Extraterres-
trial Physics, for the observation of optical pulsars, clgmic variable stars, black hole transients
and other compact, highly variable astronomical targetsthBhe requirement to have a reliable
system to record the amount of event data generated by thed&Bidtors, and the necessity to pro-
vide high accuracy absolute timing of the photon events it Hemands on the data acquisition
system that is used to record astronomical data.

The existing DAQ was developed along with the initial vensid the OPTIMA detector system.
With the extension of OPTIMA and its use for a wider range dfa®mical observations the
original design of the DAQ did not provide the desired patragnymore. The monolithic design of
the existing DAQ software made an extension of its functiondifficult, and along with progress
in operating systems and hardware an entirely redesigrfedase was desired.

6.1 Aims

The major aim of this project was to implement an improvedadatquisition software for the
OPTIMA high-speed photo-polarimeter. The design of thdvemfe should avoid the problems
encountered during the use of the existing DAQ, and providedern approach to allow further
development to meet OPTIMA's needs in the future.

This was achieved through a thoroughly modular design ofiélve DAQ software. It allows an
entirely new approach of data handling within the DAQ systditme major obstacle that prevented
extension of the existing DAQ was its monolithic design. Tleacept of the new DAQ separates
hardware access from the rest of the system and transpatnhadndling allows easy access to
the DAQ stream at any point. Therefore any further procgssinthe event data can be easily
implemented without affecting any of the other DAQ processe

By separating data access from data analysis, tasks to B@med on the online streamed
data can be executed by small dedicated applications. This éhe advantage in terms of software
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development that extensions of the DAQ application do raal te one single program that becomes
more and more difficult to maintain. Therefore, maintenasfdie software gets easier, as specific
tasks are performed by distinct applications whose opmrat fully independent of the rest of
the software package. The necessity of interaction andedataange through shared memory is
implemented into the library framework. Thus as long as trenedata format stays the same, the
framework does not need to be altered to implement new dafgsas functions.

Furthermore clients providing single functionality neeuyoto be run, when their task is re-
quired during the observation, no single huge applicatakes up unnecessary resources, even
though only a small set of its functionality is needed at a&tim

The difficulties that arise from concurrent data accessiw#hmultiprocessing/multithreading
system were laid out in chapter 4. These prevent easy impletien of applications constantly
accessing shared ressources, especially where high desamnast be achieved. This problem is
not unique and became known in computer science as the moedaosumer-problem. The con-
ventional solution lies in using locking mechanisms, asguexclusive access to shared ressources
on small timescales. In chaptéer 4 it was shown that by utijiziihe managed access to shared
ressources, the first readers-writers problem and the deeaders-writers problem can be solved.

An access management through shared state variables ldgithase sections in the ringbuffer
of the DAQ the server is writing to at the moment. This allofficEnt access to the streamed event
data. The DAQ server only reserves those segments that aentty written, while clients have
read access to those parts of the ringbuffer that are safsath rClients do not block each other,
because they do not reserve exclusive access through iaggoirlocks. The problems with data
integrity that arise from the limited ringbuffer size in tB&Q streaming are handled by providing
data integrity checks. The introduction of map values,rgjhe clients a clear indication about the
integrity of the data they read from the shared ringbuffeskes detection of data corruption pos-
sible. Both reading and writing access, combined with datiegrity checks are implemented into
framework functions that hide the afore-mentioned conipldrom the application programmer.

Thus, through provding fully encapsulated writing and megdaccess for the server and its
clients, access to the shared DAQ ringbuffer becomes asasamycess to local data of the applica-
tions. As long as data access is performed by using the dedifi@mework functions, expansion
of the system to new uses is reduced to merely connect to thersase data access functions, read
from the ringbuffer and then to implement the actual datdyaisfunctionality. Implementations of
demanding analysis tools that perform online analysis masted data do not require any knowl-
edge of the DAQ process and such an application accessiyestream via the framework does
not compromise the safe operation of the DAQ server.

Thus, by using the framework functionality, applicatiomgrammers can utilize the concept of
modularization without any difficulties regarding dataetgf Separating the data stream from the
data analysis makes the extension of the DAQ system ndnatiiih terms of its stability. All clients
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are independently running processes and do not affect th@ &&kver or other clients. This way
the system provides memory integrity for the DAQ server a@ioclients, because one erroneous
client does not lead to a crash of the whole DAQ system. The Bygpem becomes more reliable,
because even after major changes, and extension with néemrsoftware the systems integrity is
not affected.

The interfacing via read access functions to shared memsoynaakes clients independent of
the currently running DAQ hardware. That means that in fpiecany analysis client can run with
any DAQ hardwaﬂ offering the same functionality for event data recordedlifierent hardware.
All effort and engineering put into quick-look analysis ds not lost if a future version of OP-
TIMA uses a different hardware to read photon events, if datzess is done through the DAQ
framework.

A selection of different classes of compact astrophysib@ais was chosen to investigate OP-
TIMA's application in high time resolution astronomy. HU Aig a cataclysmic variable star that
shows deep eclipses, and the high inclination of the systlEwsathe study of the processes in a
polar CV. In the light curves recorded during observation2006 and 2007 the three components
contributing to the overall shape of the light curve couldlsarly distinguished. Limits for the size
of the hot spot on the white dwarf were derived, and an acewletiermination of the ephemeris was
calculated from a series of eclipses observed between 2QD8G07.

The observation on August’ 2006 of Agl X-1 showed a significant flare in the optical light
curve. This is similar to observations of other LMXBs andyides an insight into the reprocessed
emission in that system during the transition from LIS to HIS

Observations of the Crab nebula performed during the “OPY Blirst” campaign were com-
pared to observations of Karpov et al. They report optiggdtlicurves with a peculiar pulse shape
between 2005 and 2006 [KB®)7]. Neither in the OPTIMA observations three months befbes
time, nor nine months later any deviation from the normalbQight curve could be noted.

6.2 Future Work

The work in this thesis showed that the implementation ofoachghly designed DAQ framework
is the basis for a modern, modular approach of online datalimgn The external hardware to
perform real-time event tagging in a FPGA did not get finistad to project restrictions. Hence,
the reliability and performance of the software frameworksvdemonstrated in a raw file server
that streams archived OPTIMA data into the DAQ stream. Dudéodesign of the software (see
section&.11) the lack of hardware-access does not affedtatble end of the framework. All clients
can work together with an archive server, just as well as witlardware-fed DAQ server. In order

1An exception are clients that are used to control specific Ba@ers.
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to demonstrate the performance of the system a set of refelienplementations of clients was
presented (see chaplér 4).

6.2.1 Implementation for new USB-based data acquisition haware

As soon as the new FPGA-based hardware for OPTIMA is finisimedaaprototype is available,
an USB-based server that reads the event stream from thmaxkardware could be developed.
Because the event time tagging will be done by the FPGA, tble d&this server is dedicated to
the decoding of the data stream from the USB port. This tafd iless time critical as the tagging
of events that are read from an internal PCI card. The serust demultiplex the raw data stream
into event data, status reports from the external hardwadesgstem status messages from the GPS
receiver. These must be separated in the DAQ event loop.evitiélevent data is streamed through
write request functions to the ringbuffers in shared memibry status information is displayed to
the user in the form of a log or a graphical control client.

6.2.2 Adaption to existing data acquistion hardware

Although the use of the existing hardware does not solveithe tritical problem of reading the
DMA buffer of the DAQ card on regular intervals (see chajifigrtBe DAQ framework can be
adapted to be used with the existing hardware. Due to theHfatthe exsiting DAQ was developed
for Windows operating systems, the hardware-polling padt @ccess to the GPS receiver must be
re-implemented on a Linux system. The National Instrumiddg) used in the old DAQ system

is listed to be supported by the open source “Comedi” dril@aly. This is a library providing
drivers and a high-level framework to access analogue agithldl/O cards in Linux. Using the
Comedi library an adaption of the DAQ framework could be teritto use the principle of hardware-
triggered timecode generation described in chdgter 3 te® DAQ server running with the old
hardware.

6.2.3 Further DAQ clients and Outlook

The full potential of the framework library lies in the fabiat creation of new clients becomes easy,
once the principle of data access is understood. By hidindatd integrity management from the
application programmer, implementation of a generic tligeasily done by using the framework’s
API ([Dus07]). The actual task of the client is not limited the access to the DAQ anymore, only
by performance requirements of the actual implementatfaheanalysis algorithm. A series of
common tasks that could be done by further client softwaerfarcing with the DAQ framework is
presented in this section.

Instead of writing to a compact OPTIMA specific raw file formatclient can read event data
from the memory and utilize the FITS library for writing toathcommon format. A=ITS writer
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client can be implemented by converting the library’s internahgé¥ermat to a FITS table and write
that to permanent storage. This process is not as fast asgitie event data directly to hard disk,
but using the FITS library also provides the option to usélyigfficient compression algorithms.
There exists also the option to define FITS headers that atlomrite the data in an own format,
as long as it can be converted by using the appropriate tallie® The format is widely used in
the astronomical community, which allows easier use of comsoftware packages for later (off-
line) data analysis. So writing directly into FITS format kea data exchange easier than using a
proprietary OPTIMA raw format.

The plotting client provides a quick-look online investiga of the properties of targets ob-
served in photometer mode (see chapler 4 sefionl 4.3.5).ol8s@rvations performed with the
parallel Wollaston polarimeter a dedicatpdlarimeter client can read the count rates in the four
Wollaston channels, corresponding to polarization angfe¥, 45°, 90° and135° in case of OP-
TIMA's Wollaston prism, and use the simplified Stoke’s forla[SA99] to display the polarization
angle and degree of polarization of the target. Sudden @saimgpolarization that would indicate
unusual physical processes going on in the target sourdd tloen be easily identified while an
observation is running and a decision about further ingattn could be taken. Deduction of
the degree of polarization from the rates in the four Wotlasthannels on the ratemeter alone is
possible for a skilled observer, but any varying featurepgeially on fast time scales, can not be
identified.

For searches for (quasi-)periodic signals, Fast Fourialyais provides a good tool to identify
periodicities in the target's light curve. Especially ight curves with bad signal to noise ratios,
periodicities are not visible by eye, or the frequenciestaoehigh to see them on an online plotter.
A client executing dast Fourier Transform on a channel, could output maxima it finds at specific
frequencies in the FFT spectrum of a signal. Since FFT wonks @n data sets with a2* number
of entries, the read request function has an option to peaid client only with sized segment of a
preferred size that the client desires.

As mentioned in chaptdd 2 the central fibre bundle of OPTIMAvjates a hexagonal close-
packaged arrangement of seven optical fibre806f um diameter. It is possible to write a small
client application that montors changes in the surrounté@mckground channels. An even change
in all six fibres would be contributed to a change in backgdolewel, while a change in only one or
two fibres could be considered to be an indication of the tasgerce having moved off the central
fibre. Although the accuracy of the OPTIMA control computeed chaptdrl2 sectidn 2.B.5) is at
sub arc second level, suchtaxget position client could be used to support correct positioning of
the source of interest.

All event data exchange in the current implementation isdhehvia shared memory, and
TCP/IP connections are only used to control the serveregain. The idea of aathernet stream-
ing client that reads event data from shared memory, puts the eveatstimtrnet frames that are
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sent via ethernet to a remote computer. On the remote maahéeeond ethernet-reading client
would take over the data it receives via the network and stseiinto the shared memory of the
remote computer. This would provide the possibility of digtted clients accessing the same DAQ
data. The main task of the DAQ framework lies in providingdtions for developing DAQ applica-
tions; during normal observational runs online analysigsdricted to practical considerations, and
no in-depth analysis is taking place. Nontheless one chimtt bf a scenario where another opera-
tor wants to monitor OPTIMA event data on a remote computlera such an ethernet streaming
client seems a practical solution. It has to be kept in miiad tine library provides only easy access
to the event data in shared memory. Furthermore, even Gigtigrned quickly reaches its limits,
at high event rates of OPTIMA data being streamed from the DAQ

The Semiconductor Lab of the Max Planck Institute for Exanagstrial Physics is currently
developing apn-camera with avalanche amplification A pn-CCD camera with conventional
amplification has already been successfully tested at Bkin®bservatory in August 2007. The
avalanche amplified version will provide single photon #@ity and is intended as a successor
for the current fibre-fed version of OPTIMA. In principle tfimmework developed in this thesis
could be used to handle the event data from the pn-CCD camperéded a server back end for
accessing the CCD read-out hardware will be implemented.fiidamental difference in this lies
in the fact that the pn-CCD camera provides a far greater epawfldata channels, since every pixel
would be considered as an individual chaHnﬂreprocessing of events in the server and grouping
photon events coming from an identified source region araditrg this as a “channel” might be a
solution to reduce the number of individual channels hahdlighin the framework. Thus the DAQ
framework itself and the corresponding clients provide sidbaven for OPTIMA's long term future
improvements.

In order to give an astronomical outlook the new DAQ systethprdvide OPTIMA with mod-
ern and suitable data recording capabilities for HTRA. Irtipalar for the aim to observe GRB
afterglows in the optical with OPTIMA, providing insighttmthe early phases GRB observations
that are still highly debated by theorists. The serendipituobservation of the flare in Agl X-1
showed similarities with observations of those seen inrotidXBs. Further observation of Aqgl
X-1 with OPTIMA, preferably in the scope of a multiwavelehgtampaign that could provide si-
multaneous high time resolution X-ray data, could yield ermutbursts in the system. With a greater
number of flares their characteristics could be more cledgtgrmined and cross-correlation with
X-ray data could give insight into the regions of reprocdssmission and the orbital parameters of
the Agl X-1 binary.

2Gigabit ethernet is currently the fastest specificatiorhefethernet standard, providing a net rata@fo Mbit /s,

which is aboutl00 MB/s in practical applications.
3The current design of the pn-CCD camera ha4 x 264 array of a size 061 pm x 51 pm.
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