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Planck Collaboration: Cosmology from SZ cluster counts

Fig. 7: Comparison of constraints from the CMB to those from
the cluster counts in the (⌦m,�8)-plane. The green, blue and
violet contours give the cluster constraints (two-dimensional
likelihood) at 1 and 2� for the WtG, CCCP, and CMB lens-
ing mass calibrations, respectively, as listed in Table 2. These
constraints are obtained from the MMF3 catalogue with the
SZ+BAO+BBN data set and ↵ free. Constraints from the Planck
TT, TE, EE+lowP CMB likelihood (hereafter, Planck primary
CMB) are shown as the dashed contours enclosing 1 and 2� con-
fidence regions (Planck Collaboration XIII 2015), while the grey
shaded region also include BAO. The red contours give results
from a joint analysis of the cluster counts, primary CMB and
the Planck lensing power spectrum (Planck Collaboration XV
2015), leaving the mass bias parameter free and ↵ constrained
by the X-ray prior.

6.3. Constraints on ⌦m and �8: comparison to primary CMB

Our 2013 analysis brought to light tension between constraints
on⌦m and�8 from the cluster counts and those from the primary
CMB in the base ⇤CDM model. In that analysis, we adopted a
flat prior on the mass bias over the range 1 � b = [0.7, 1.0], with
a reference model defined by 1 � b = 0.8 (see discussion in the
Appendix of Planck Collaboration XX 2014). Given the good
consistency between the 2013 and 2015 cluster results (Fig. 3),
we expect the tension to remain under the same assumptions con-
cerning the mass bias.

Figure 7 compares our 2015 cluster constraints (MMF3
SZ+BAO+BBN) to those for the base ⇤CDM model from the
Planck CMB anisotropies. The cluster constraints, given the
three di↵erent priors on the mass bias, are shown by the filled
contours at 1 and 2�, while the dashed black contours give the
Planck TT, TE, EE+lowP constraints (hereafter Planck primary
CMB, Planck Collaboration XIII 2015); the grey shaded regions
add BAO to the CMB. The central value of the WtG mass prior
lies at the extreme end of the range used in 2013 (i.e., 1-b=0.7);
with its uncertainty range extending even lower, the tension with
primary CMB is greatly reduced, as pointed out by von der Lin-
den et al. (2014b). With similar uncertainty but a central value
shifted to 1 � b = 0.78, the CCCP mass prior results in greater
tension with the primary CMB. The lensing mass prior, finally,
implies little bias and hence much greater tension.

6.4. Joint Planck 2014 primary CMB and cluster constraints

We now turn to a joint analysis of the cluster counts and primary
CMB. We begin by finding the mass bias required to remove ten-

Fig. 8: Comparison of cluster and primary CMB constraints in
the base ⇤CDM model expressed in terms of the mass bias,
1 � b. The solid black curve shows the distribution of values re-
quired to reconcile the counts and primary CMB in ⇤CDM; it
is found as the posterior on the 1 � b from a joint analysis of
the Planck cluster counts and primary CMB when leaving the
mass bias free. The coloured dashed curves show the three prior
distributions on the mass bias listed in Tab. 2.

sion with the primary CMB, and then consider one-parameter
extensions to the base ⇤CDM model, varying the curvature, the
Thomson optical depth to reionization, the dark energy equation-
of-state, and the neutrino mass scale. Unless otherwise stated,
"CMB" in the following means Planck TT, TE, EE+lowP as de-
fined in Planck Collaboration XIII (2015). All intervals are 68%
confidence and all upper/lower limits are 95%.

6.4.1. Mass bias required by CMB

In Fig. 8 we compare the three prior distributions to the mass
bias required by the primary CMB. The latter is obtained as the
posterior on (1 � b) from a joint analysis of the MMF3 cluster
counts and the CMB with the mass bias as a free parameter. The
best-fit value in this case is (1 � b) = 0.58 ± 0.04, more than 1�
below the central WtG value. Perfect agreement with the primary
CMB would imply that clusters are even more massive than the
WtG calibration. This figure most clearly quantifies the tension
between the Planck cluster counts and primary CMB.

6.4.2. Curvature

By itself the CMB only poorly determines the spatial curvature
(Sect. 6.2.4 of Planck Collaboration XIII 2015), but by including
another astrophysical observation, such as cluster counts, it can
be tightly constrained. Our joint cluster and CMB analysis, with-
out external data, yields ⌦k = �0.012 ± 0.008, consistent with
the constraint from Planck CMB and BAO ⌦k = 0.000 ± 0.002.

6.4.3. Reionization optical depth

Primary CMB temperature anisotropies also provide a precise
measurement of the parameter combination Ase�2⌧, where ⌧ is
the optical depth from Thomson scatter after reionization and As
is the power spectrum normalization on large scales (Planck Col-
laboration XIII 2015). Low-` polarization anisotropies break the
degeneracy by constraining ⌧, but this measurement is delicate
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Figure 16. Cluster mass functions for our low- and high-z samples. The masses
were estimated by the YX method. The errorbars show the Poisson uncertainties.
Solid lines show the model predictions for the adapted cosmological model
ΩM = 0.3, ΩΛ = 0.7, h = 0.72, with only σ8 fit to the cluster data (see the
text). The evolution of the mass function is non-negligible within either redshift
range. To take this into account, the model number densities for each mass were
weighted with dV (M)/dz (Equation (17)) within the redshift bin.

6. CLUSTER MASS FUNCTIONS IN THE CONCORDANT
ΛCDM COSMOLOGY

With the survey volume in hand, we can finally compute
the mass functions. Figure 16 shows the mass function in the
cumulative representation computed as

N (> M) =
∑

Mi>M

V (Mi)−1. (23)

Our samples span similar mass at low and high redshifts, which
is very important for the robustness of the derived cosmological
constraints. A strong and highly significant decrease in the
comoving cluster number density at a fixed mass is observed
between z = 0 and z ≃ 0.5, by a factor of 5.0 ± 1.2 at
M500 = 2.5 × 1014 h−1 M⊙. This reflects the growth of
cosmic structure between these redshifts. Indeed, the observed
evolution of the cluster mass function is in good agreement
for the “concordance” cosmological model with the power
spectrum normalization σ8 = 0.746 (solid lines in Figure 16;
we use the mass function model from Tinker et al. 2008 and
our approach to the model fitting is discussed in Section 7).
The strongest observed deviation of the data from the model
is a marginal deficit of clusters in the distant sample near
M500 = 3 × 1014 h−1 M⊙ – we observe four clusters where
9.5 are expected, a 2σ deviation. The cumulative function fully
recovers by M500 = 2×1014 h−1 M⊙, approximately the median
mass in the distant sample. The differential representation of
the mass function (Figure 17) also shows that this deficit is
consistent with the Poisson noise expected in the data.

Our high-z sample can be split into several redshift bins
to check if the observed evolution within the sample is still
consistent with the model. Figure 18 shows the results for
the three bins, z = 0.35–0.45, 0.45–0.55, and 0.55–0.9,
approximately 14 clusters in each. The data are still in good
agreement with the model predictions. The strongest deviation
is a marginal (≃ 1σ ) deficit of clusters at z = 0.35–0.45.

Figure 17. Differential representation of the mass functions shown in Figure 16.
The error bars in representation are uncorrelated (unlike Figure 16), so statistical
significance of the observed deviations from the best-fit model can be easily
assessed.

Figure 18. Same as Figure 16 but the high-z sample is split into three redshift
bins.

6.1. Sample Variance

In addition to the Poisson cluster counting uncertainties, there
is sample variance in the number of clusters in a survey of
limited volume due to large-scale clustering. Depending on the
mass scale, the sample variance can be comparable to, or larger
than, the Poisson errors (Hu & Kravtsov 2003). We follow the
formalism of Hu & Kravtsov to assess the importance of sample
errors in the error budget in our case.

We calculate the sample variance for the two geometries. For
the local sample we assume all-sky coverage with an exclusion
zone of ±20◦ from the Galactic plane; the variance for this
geometry is given by Equation (A7) of Hu & Kravtsov (2003).
The second is a pencil-beam volume with a small circular
footprint on the sky, which is appropriate for the individual
ROSAT fields included in the 400d survey; the variance for this

Vikhlinin	
  et	
  al.,	
  2009	
  

Planck	
  2015	
  XXIV	
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Fig. 26.— SPT-CL J2106-5844 at zspec = 1.133. Spitzer/IRAC [3.6] and Magellan/LDSS3 ig images are shown in the optical/infrared
panel.

Fig. 27.— SPT-CL J2201-5956, also known as Abell 3827 and RXCJ2201.9-5956, at zspec = 0.098. IMACS f/2 irg images are shown in
the optical/infrared panel. This detection is at the eastern edge of the survey field.
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Fig. 6.— Comparison of the 2500 deg2 SPT-SZ cluster catalog to other X-ray and SZ-selected cluster samples. Here we plot the estimated
mass versus redshift for the 516 optically confirmed clusters from the SPT catalog, 91 clusters from the ACT survey (Marriage et al. 2011;
Hasselfield et al. 2013), 809 SZ-selected clusters from the Planck survey (Planck Collaboration et al. 2013a), and 740 X-ray clusters selected
from the ROSAT all-sky survey (Pi↵aretti et al. 2011) with M500c � 1⇥ 1014 h�1

70 M�. We mark as lower limits the redshifts of the three
high-redshift SPT systems for which the Spitzer redshift model is poorly constrained (black triangles). We plot clusters in common between
the datasets (see e.g., Table 5) multiple times, using the masses and redshifts reported for each catalog. While the SPT data provides
a nearly mass-limited sample, the cluster samples selected from ROSAT and Planck data are redshift-dependent owing to cosmological
dimming of X-ray emission and the dilution of the SZ signal by the large Planck beams, respectively.

861 confirmed clusters from the all-sky Planck survey
(Planck Collaboration et al. 2013a); and the 91 clusters
that comprise the ACT cluster sample (Marriage et al.
2011; Hasselfield et al. 2013).
The mass threshold of the SPT sample declines slightly

as a function of redshift owing to a combination of e↵ects.
At low redshifts (z < 0.3), increased power at large an-
gular scales from primary CMB fluctuations and atmo-
spheric noise raises the mass threshold for a fixed ⇠ cuto↵
(see e.g., Vanderlinde et al. 2010), while at higher red-
shifts the detectability of clusters is enhanced owing to
increased temperatures for clusters of fixed mass. How-
ever, both of these trends are shallow, and the nearly
redshift-independent selection function of the SPT cata-
log stands in contrast to the strong redshift dependence
in X-ray catalogs and the Planck sample. The mass
threshold for X-ray catalogs is redshift-dependent owing
to cosmological dimming of the X-ray emission, while the
redshift dependence of the Planck sample is driven by the
dilution of the small angular-scale signal of high-redshift
clusters by the large Planck beam (70 at 143 GHz).
We search the literature for counterparts to SPT can-

didates. We query the SIMBAD11 and NED12 databases

11 http://simbad.u-strasbg.fr/simbad
12 http://nedwww.ipac.caltech.edu/

as well as the union catalog of SZ sources detected by
Planck (Planck Collaboration et al. 2013a) for counter-
parts. For confirmed clusters with z  0.3 we utilize
a 50 association radius; otherwise we match candidates
within a 20 radius. All matches are listed in Table 5;
we discuss potential false associations in the footnotes of
this table. Additionally, we associate the brightest clus-
ter galaxies in two clusters (SPT-CL J0249�5658 and
SPT-CL J2254�5805) with spectroscopic galaxies from
the 2dF Galaxy Redshift Survey (Colless et al. 2003) and
the 6dF Galaxy Survey (Jones et al. 2009), respectively.
In total, 115 of the SPT candidates are found to have
counterparts in the literature (14 of these clusters were
first discovered in SPT data). We report the new discov-
ery of 251 clusters here, increasing the number of clusters
first discovered in SPT data to 415. We highlight par-
ticularly noteworthy systems below, and a subset of the
SPT cluster catalog is shown in Figure 8.

6.1. Cluster Mass Estimates

We provide estimated masses for all confirmed clus-
ters in Table 4. These estimates, determined from each
cluster’s ⇠ and redshift, are based upon the methodol-
ogy presented in Benson et al. (2013) and R13 but are
reported here for a fixed flat ⇤CDM cosmology—with
�8 = 0.80, ⌦

b

= 0.046, ⌦
m

= 0.30, h = 0.70, ⌧ = 0.089,

Bleem	
  et	
  al.	
  2015	
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Planck Collaboration: Cosmology from SZ cluster counts

Fig. 7: Comparison of constraints from the CMB to those from
the cluster counts in the (⌦m,�8)-plane. The green, blue and
violet contours give the cluster constraints (two-dimensional
likelihood) at 1 and 2� for the WtG, CCCP, and CMB lens-
ing mass calibrations, respectively, as listed in Table 2. These
constraints are obtained from the MMF3 catalogue with the
SZ+BAO+BBN data set and ↵ free. Constraints from the Planck
TT, TE, EE+lowP CMB likelihood (hereafter, Planck primary
CMB) are shown as the dashed contours enclosing 1 and 2� con-
fidence regions (Planck Collaboration XIII 2015), while the grey
shaded region also include BAO. The red contours give results
from a joint analysis of the cluster counts, primary CMB and
the Planck lensing power spectrum (Planck Collaboration XV
2015), leaving the mass bias parameter free and ↵ constrained
by the X-ray prior.

6.3. Constraints on ⌦m and �8: comparison to primary CMB

Our 2013 analysis brought to light tension between constraints
on⌦m and�8 from the cluster counts and those from the primary
CMB in the base ⇤CDM model. In that analysis, we adopted a
flat prior on the mass bias over the range 1 � b = [0.7, 1.0], with
a reference model defined by 1 � b = 0.8 (see discussion in the
Appendix of Planck Collaboration XX 2014). Given the good
consistency between the 2013 and 2015 cluster results (Fig. 3),
we expect the tension to remain under the same assumptions con-
cerning the mass bias.

Figure 7 compares our 2015 cluster constraints (MMF3
SZ+BAO+BBN) to those for the base ⇤CDM model from the
Planck CMB anisotropies. The cluster constraints, given the
three di↵erent priors on the mass bias, are shown by the filled
contours at 1 and 2�, while the dashed black contours give the
Planck TT, TE, EE+lowP constraints (hereafter Planck primary
CMB, Planck Collaboration XIII 2015); the grey shaded regions
add BAO to the CMB. The central value of the WtG mass prior
lies at the extreme end of the range used in 2013 (i.e., 1-b=0.7);
with its uncertainty range extending even lower, the tension with
primary CMB is greatly reduced, as pointed out by von der Lin-
den et al. (2014b). With similar uncertainty but a central value
shifted to 1 � b = 0.78, the CCCP mass prior results in greater
tension with the primary CMB. The lensing mass prior, finally,
implies little bias and hence much greater tension.

6.4. Joint Planck 2014 primary CMB and cluster constraints

We now turn to a joint analysis of the cluster counts and primary
CMB. We begin by finding the mass bias required to remove ten-

Fig. 8: Comparison of cluster and primary CMB constraints in
the base ⇤CDM model expressed in terms of the mass bias,
1 � b. The solid black curve shows the distribution of values re-
quired to reconcile the counts and primary CMB in ⇤CDM; it
is found as the posterior on the 1 � b from a joint analysis of
the Planck cluster counts and primary CMB when leaving the
mass bias free. The coloured dashed curves show the three prior
distributions on the mass bias listed in Tab. 2.

sion with the primary CMB, and then consider one-parameter
extensions to the base ⇤CDM model, varying the curvature, the
Thomson optical depth to reionization, the dark energy equation-
of-state, and the neutrino mass scale. Unless otherwise stated,
"CMB" in the following means Planck TT, TE, EE+lowP as de-
fined in Planck Collaboration XIII (2015). All intervals are 68%
confidence and all upper/lower limits are 95%.

6.4.1. Mass bias required by CMB

In Fig. 8 we compare the three prior distributions to the mass
bias required by the primary CMB. The latter is obtained as the
posterior on (1 � b) from a joint analysis of the MMF3 cluster
counts and the CMB with the mass bias as a free parameter. The
best-fit value in this case is (1 � b) = 0.58 ± 0.04, more than 1�
below the central WtG value. Perfect agreement with the primary
CMB would imply that clusters are even more massive than the
WtG calibration. This figure most clearly quantifies the tension
between the Planck cluster counts and primary CMB.

6.4.2. Curvature

By itself the CMB only poorly determines the spatial curvature
(Sect. 6.2.4 of Planck Collaboration XIII 2015), but by including
another astrophysical observation, such as cluster counts, it can
be tightly constrained. Our joint cluster and CMB analysis, with-
out external data, yields ⌦k = �0.012 ± 0.008, consistent with
the constraint from Planck CMB and BAO ⌦k = 0.000 ± 0.002.

6.4.3. Reionization optical depth

Primary CMB temperature anisotropies also provide a precise
measurement of the parameter combination Ase�2⌧, where ⌧ is
the optical depth from Thomson scatter after reionization and As
is the power spectrum normalization on large scales (Planck Col-
laboration XIII 2015). Low-` polarization anisotropies break the
degeneracy by constraining ⌧, but this measurement is delicate
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ABSTRACT

We calibrate the halo mass function accounting for halo baryons and present fitting for-
mulae for spherical overdensity masses M500c, M200c, and M200m. We use the hydrodynami-
cal Magneticum simulations, which are well suited because of their high resolution and large
cosmological volumes of up to ⇠2 Gpc3. Baryonic effects globally decrease the masses of
galaxy clusters, which, at given mass, results in a decrease of their number density. This effect
vanishes at high redshift z ⇠ 2 and for high masses & 5⇥ 1014M�. We examine the cosmo-
logical shifts due to differences between our hydrodynamic mass function and those from our
own dark matter only simulations and common dark matter mass functions from the literature.
We perform cosmological analyses of three idealized approximations to the cluster surveys by
the South Pole Telescope (SPT), Planck, and eROSITA. For the SPT-like and the Planck-like
samples, we find that the impact of baryons on the cosmological results is negligible. In the
eROSITA-like case, we find that neglecting the baryonic impact leads to an underestimate of
⌦m by about 0.01. This shift is small compared to current parameter uncertainties from real
cluster samples, but is comparable to the expected uncertainty from eROSITA. Our compar-
ison with mass functions from the literature shows that the current systematic uncertainties
on the dark matter only mass function lead to cosmological systematics that are comparable
to current observational uncertainties. In particular, the difference between the latest results
from Planck clusters and CMB anisotropies can be resolved by adopting our mass function.
We discuss biases that can be introduced through inadequate mass function parametrizations
that introduce false cosmological sensitivity. Additional work to calibrate the halo mass func-
tion is therefore crucial for progress in cluster cosmology.

Key words: cosmology: theory — cosmological parameters — dark matter — large-scale
structure of the Universe — methods: numerical: statistical — galaxy clusters: general

1 INTRODUCTION

Galaxy clusters are the largest collapsed objects in the Universe.
Their distribution in mass and redshift is highly sensitive to key
cosmological parameters such as the matter density ⌦m, or the
amount of matter fluctuations in the Universe �8 (e.g. Henry &
Arnaud 1991; White, Efstathiou & Frenk 1993). Furthermore, they
can be used to constrain models of dark energy, the cosmic growth
rate, and the neutrino sector (Wang & Steinhardt 1998; Haiman,
Mohr & Holder 2001). Catalogues from different cluster surveys
have proven to be useful cosmological probes (e.g. Vikhlinin et al.
2009; Mantz et al. 2010; Rozo et al. 2010; Benson et al. 2013; Has-

? E-mail: bocquet@usm.lmu.de

selfield et al. 2013; Planck Collaboration et al. 2014; Bocquet et al.
2015; Mantz et al. 2015).

The predicted abundance of galaxy clusters is linked to the lin-
ear matter power spectrum through the halo mass function, which
was first estimated analytically (Press & Schechter 1974). Since
then, numerical N -body simulations have been used to calibrate
fitting functions (e.g. Jenkins et al. 2001; Sheth, Mo & Tormen
2001; White, Hernquist & Springel 2002; Reed et al. 2003; War-
ren et al. 2006; Lukić et al. 2007; Reed et al. 2007; Tinker et al.
2008; Crocce et al. 2010; Bhattacharya et al. 2011; Courtin et al.
2011; Angulo et al. 2012; Watson et al. 2013). Most of the above
studies focus on the friends-of-friends (FoF) halo definition (Davis
et al. 1985). However, real cluster samples are typically defined in
terms of spherical overdensity masses. Only very few mass func-
tions exist for different overdensity definitions (e.g. Tinker et al.
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Baryons and the halo mass function 3

Table 1. Boxes of the Magneticum simulations used in this work. The num-
ber of haloes N(z = 0) refer to the DMonly runs, and M200m.

Box Size Lbox mDMparticle MHalo, min N(z = 0)
(Mpc) (M�) (M�)

4/uhr 68.1 Mpc 5.3⇥ 107 6.2⇥ 1011 835
3/hr 181.8 Mpc 9.8⇥ 108 1.1⇥ 1013 1049
1/mr 1274 Mpc 1.9⇥ 1010 2.2⇥ 1014 8824

2.2 Halo selection

The set of cosmological boxes used in this analysis is highlighted in
Table 1. Haloes are initially identified through a parallel FoF algo-
rithm with linking length b = 0.16. The FoF links over dark mat-
ter particles only. We then compute spherical overdensity masses
(for overdensities �200m, �200c and �500c) of each halo centered
at the deepest potential point with the parallel SUBFIND algorithm
(Springel et al. 2001; Dolag et al. 2009).

To ensure that haloes extracted from the Hydro simulations are
not affected by issues related to resolution and numerical artefacts,
we apply very conservative convergence criteria. For each box, and
for each overdensity �, we only consider haloes that contain more
than 10

4 dark matter particles within r�. We then construct cata-
logues applying the lower mass limits shown in Table 1. We further
apply an upper mass limit that corresponds to the lower limit of
the next larger box, or to 10

16M� for the largest boxes (see also
Figure 1). We extract cluster catalogues at seven redshifts that are
roughly equally spaced in cosmic time with �t ⇠ 1.6 Gyr. This
time step is chosen to be larger than the typical dynamic time of a
cluster, and we therefore work under the assumption that there is
no correlation between the different snapshots.

3 ANALYSIS METHOD

We provide the theoretical background on the halo mass function
and introduce the fitting form we will adopt. We also present the
method used to perform the multi-dimensional fits when analysing
the cluster catalogues extracted from our simulations.

3.1 The halo mass function

The comoving number density of haloes of mass M is

dn

dM
= f(�)

⇢̄m

M

d ln��1

dM
, (1)

with the mean matter density ⇢̄m (at redshift z = 0), and

�2
(M, z) ⌘ 1

2⇡2

Z
P (k, z) ˆW 2

(kR)k2dk, (2)

which is the variance of the matter density field P (k, z) smoothed
with the Fourier transform ˆW of the real-space top-hat window
function of radius R = (3M/4⇡⇢̄m)

1/3. The function f(�) is com-
monly parametrized as

f(�) = A

⇣�

b

⌘�a
+ 1

�
exp

⇣
� c

�2

⌘
(3)

with four parameters A, a, b, c that need to be calibrated (e.g. Jenk-
ins et al. 2001). Here, A sets the overall normalization, a and b are
the slope and normalization of the low-mass power law, and c sets
the scale of a high-mass exponential cutoff. The function f(�) has
been shown to be approximately universal (Jenkins et al. 2001),
meaning that it is independent of redshift and cosmology.

In this work we allow departures from universality by
parametrizing a possible redshift dependence as a power law of
1 + z:

A(z) = A0(1 + z)Az

a(z) = a0(1 + z)az

b(z) = b0(1 + z)bz

c(z) = c0(1 + z)cz (4)

where the subscript 0 denotes the values at redshift z = 0, and
where Az, az, bz, cz are additional fit parameters. Note that many
authors assume the cutoff scale c to be constant under the assump-
tion of self-similarity (e.g. Tinker et al. 2008; Watson et al. 2013).

3.2 Mass function for spherical overdensity masses

Many studies of the halo mass function are performed using the
FoF technique. For a linking length b ' 0.2, the resulting mass
function is very close to being universal (Jenkins et al. 2001). How-
ever, for observational reasons, real cluster masses are measured
in terms of spherical overdensity masses. When using a suitable
spherical overdensity �mean ⇠ 180, the above mass function fitting
formula is still close to being universal (Jenkins et al. 2001). Simi-
larly, Tinker et al. (2008) use �200m as their universal mass defini-
tion, and Watson et al. (2013) argue for �178m. These overdensity
definitions are all very similar; we adopt �200m in this work.

We also want to calibrate the mass function for M500c, which
is a convenient mass definition within X-ray studies of clusters
where the emission cannot easily be traced beyond r500c, and for
M200c, which is used for measurements of cluster galaxy velocity
dispersions and of weak gravitational lensing shear profiles. It is not
a priori clear that one can simply use the same form of the fitting
function that is valid for M200m, as one might miss some redshift
and cosmology dependent behavior. Remember, for example, the
very different redshift evolutions of ⇢̄m(z) and ⇢crit(z).

Tinker et al. (2008) provide the mass function for a range of
different �mean, and one uses �mean(z) = �crit/⌦m(z) to con-
vert from critical to mean density as a function of redshift. Their
approach relies on the implicit assumption that the fitting func-
tion correctly captures the behavior for every �mean. Watson et al.
(2013) provide a correction to their �178m mass function that de-
pends on �mean(z).

For now, we focus on �500c, and we choose the following ap-
proach: Assuming that the mass function dn/dM200m is universal,
the mass function in M500c can be expressed as

dn

dM500c
=

dn

dM200m

dM200m

dM500c

= f(�)
⇢̄m

M500c

d ln��1

dM500c
⇥ M500c

M200m
. (5)

This mass function should have the same universal properties as the
mass function in M200m.

The crucial, evolving part is now captured in the factor
M500c/M200m. These masses can be converted from one to the
other assuming a cluster density profile (e.g. Navarro, Frenk &
White 1997) and a mass-concentration relation (e.g. Duffy et al.
2008). Therefore, the conversion depends on mass, redshift, and
⌦m (which is involved in the overdensity conversion). The follow-
ing prescription is a good fit at the few percent level in the range
0 < z < 2, 1013 < M500c/M� < 2⇥10

16, and 0.1 < ⌦m < 0.5:

M500c

M200m
⌘ ↵ + � lnM500c. (6)
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definitions are all very similar; we adopt �200m in this work.

We also want to calibrate the mass function for M500c, which
is a convenient mass definition within X-ray studies of clusters
where the emission cannot easily be traced beyond r500c, and for
M200c, which is used for measurements of cluster galaxy velocity
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a priori clear that one can simply use the same form of the fitting
function that is valid for M200m, as one might miss some redshift
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The set of cosmological boxes used in this analysis is highlighted in
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rithm with linking length b = 0.16. The FoF links over dark mat-
ter particles only. We then compute spherical overdensity masses
(for overdensities �200m, �200c and �500c) of each halo centered
at the deepest potential point with the parallel SUBFIND algorithm
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authors assume the cutoff scale c to be constant under the assump-
tion of self-similarity (e.g. Tinker et al. 2008; Watson et al. 2013).

3.2 Mass function for spherical overdensity masses

Many studies of the halo mass function are performed using the
FoF technique. For a linking length b ' 0.2, the resulting mass
function is very close to being universal (Jenkins et al. 2001). How-
ever, for observational reasons, real cluster masses are measured
in terms of spherical overdensity masses. When using a suitable
spherical overdensity �mean ⇠ 180, the above mass function fitting
formula is still close to being universal (Jenkins et al. 2001). Simi-
larly, Tinker et al. (2008) use �200m as their universal mass defini-
tion, and Watson et al. (2013) argue for �178m. These overdensity
definitions are all very similar; we adopt �200m in this work.

We also want to calibrate the mass function for M500c, which
is a convenient mass definition within X-ray studies of clusters
where the emission cannot easily be traced beyond r500c, and for
M200c, which is used for measurements of cluster galaxy velocity
dispersions and of weak gravitational lensing shear profiles. It is not
a priori clear that one can simply use the same form of the fitting
function that is valid for M200m, as one might miss some redshift
and cosmology dependent behavior. Remember, for example, the
very different redshift evolutions of ⇢̄m(z) and ⇢crit(z).

Tinker et al. (2008) provide the mass function for a range of
different �mean, and one uses �mean(z) = �crit/⌦m(z) to con-
vert from critical to mean density as a function of redshift. Their
approach relies on the implicit assumption that the fitting func-
tion correctly captures the behavior for every �mean. Watson et al.
(2013) provide a correction to their �178m mass function that de-
pends on �mean(z).

For now, we focus on �500c, and we choose the following ap-
proach: Assuming that the mass function dn/dM200m is universal,
the mass function in M500c can be expressed as

dn

dM500c
=
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dM500c

= f(�)
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M500c
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This mass function should have the same universal properties as the
mass function in M200m.

The crucial, evolving part is now captured in the factor
M500c/M200m. These masses can be converted from one to the
other assuming a cluster density profile (e.g. Navarro, Frenk &
White 1997) and a mass-concentration relation (e.g. Duffy et al.
2008). Therefore, the conversion depends on mass, redshift, and
⌦m (which is involved in the overdensity conversion). The follow-
ing prescription is a good fit at the few percent level in the range
0 < z < 2, 1013 < M500c/M� < 2⇥10

16, and 0.1 < ⌦m < 0.5:
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Table 1. Boxes of the Magneticum simulations used in this work. The num-
ber of haloes N(z = 0) refer to the DMonly runs, and M200m.

Box Size Lbox mDMparticle MHalo, min N(z = 0)
(Mpc) (M�) (M�)

4/uhr 68.1 Mpc 5.3⇥ 107 6.2⇥ 1011 835
3/hr 181.8 Mpc 9.8⇥ 108 1.1⇥ 1013 1049
1/mr 1274 Mpc 1.9⇥ 1010 2.2⇥ 1014 8824

2.2 Halo selection

The set of cosmological boxes used in this analysis is highlighted in
Table 1. Haloes are initially identified through a parallel FoF algo-
rithm with linking length b = 0.16. The FoF links over dark mat-
ter particles only. We then compute spherical overdensity masses
(for overdensities �200m, �200c and �500c) of each halo centered
at the deepest potential point with the parallel SUBFIND algorithm
(Springel et al. 2001; Dolag et al. 2009).

To ensure that haloes extracted from the Hydro simulations are
not affected by issues related to resolution and numerical artefacts,
we apply very conservative convergence criteria. For each box, and
for each overdensity �, we only consider haloes that contain more
than 10

4 dark matter particles within r�. We then construct cata-
logues applying the lower mass limits shown in Table 1. We further
apply an upper mass limit that corresponds to the lower limit of
the next larger box, or to 10

16M� for the largest boxes (see also
Figure 1). We extract cluster catalogues at seven redshifts that are
roughly equally spaced in cosmic time with �t ⇠ 1.6 Gyr. This
time step is chosen to be larger than the typical dynamic time of a
cluster, and we therefore work under the assumption that there is
no correlation between the different snapshots.

3 ANALYSIS METHOD

We provide the theoretical background on the halo mass function
and introduce the fitting form we will adopt. We also present the
method used to perform the multi-dimensional fits when analysing
the cluster catalogues extracted from our simulations.

3.1 The halo mass function

The comoving number density of haloes of mass M is

dn

dM
= f(�)

⇢̄m

M

d ln��1

dM
, (1)

with the mean matter density ⇢̄m (at redshift z = 0), and
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which is the variance of the matter density field P (k, z) smoothed
with the Fourier transform ˆW of the real-space top-hat window
function of radius R = (3M/4⇡⇢̄m)

1/3. The function f(�) is com-
monly parametrized as
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with four parameters A, a, b, c that need to be calibrated (e.g. Jenk-
ins et al. 2001). Here, A sets the overall normalization, a and b are
the slope and normalization of the low-mass power law, and c sets
the scale of a high-mass exponential cutoff. The function f(�) has
been shown to be approximately universal (Jenkins et al. 2001),
meaning that it is independent of redshift and cosmology.

In this work we allow departures from universality by
parametrizing a possible redshift dependence as a power law of
1 + z:

A(z) = A0(1 + z)Az

a(z) = a0(1 + z)az

b(z) = b0(1 + z)bz

c(z) = c0(1 + z)cz (4)

where the subscript 0 denotes the values at redshift z = 0, and
where Az, az, bz, cz are additional fit parameters. Note that many
authors assume the cutoff scale c to be constant under the assump-
tion of self-similarity (e.g. Tinker et al. 2008; Watson et al. 2013).

3.2 Mass function for spherical overdensity masses

Many studies of the halo mass function are performed using the
FoF technique. For a linking length b ' 0.2, the resulting mass
function is very close to being universal (Jenkins et al. 2001). How-
ever, for observational reasons, real cluster masses are measured
in terms of spherical overdensity masses. When using a suitable
spherical overdensity �mean ⇠ 180, the above mass function fitting
formula is still close to being universal (Jenkins et al. 2001). Simi-
larly, Tinker et al. (2008) use �200m as their universal mass defini-
tion, and Watson et al. (2013) argue for �178m. These overdensity
definitions are all very similar; we adopt �200m in this work.

We also want to calibrate the mass function for M500c, which
is a convenient mass definition within X-ray studies of clusters
where the emission cannot easily be traced beyond r500c, and for
M200c, which is used for measurements of cluster galaxy velocity
dispersions and of weak gravitational lensing shear profiles. It is not
a priori clear that one can simply use the same form of the fitting
function that is valid for M200m, as one might miss some redshift
and cosmology dependent behavior. Remember, for example, the
very different redshift evolutions of ⇢̄m(z) and ⇢crit(z).

Tinker et al. (2008) provide the mass function for a range of
different �mean, and one uses �mean(z) = �crit/⌦m(z) to con-
vert from critical to mean density as a function of redshift. Their
approach relies on the implicit assumption that the fitting func-
tion correctly captures the behavior for every �mean. Watson et al.
(2013) provide a correction to their �178m mass function that de-
pends on �mean(z).

For now, we focus on �500c, and we choose the following ap-
proach: Assuming that the mass function dn/dM200m is universal,
the mass function in M500c can be expressed as

dn

dM500c
=
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dM200m

dM200m

dM500c

= f(�)
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This mass function should have the same universal properties as the
mass function in M200m.

The crucial, evolving part is now captured in the factor
M500c/M200m. These masses can be converted from one to the
other assuming a cluster density profile (e.g. Navarro, Frenk &
White 1997) and a mass-concentration relation (e.g. Duffy et al.
2008). Therefore, the conversion depends on mass, redshift, and
⌦m (which is involved in the overdensity conversion). The follow-
ing prescription is a good fit at the few percent level in the range
0 < z < 2, 1013 < M500c/M� < 2⇥10

16, and 0.1 < ⌦m < 0.5:
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Table 1. Boxes of the Magneticum simulations used in this work. The num-
ber of haloes N(z = 0) refer to the DMonly runs, and M200m.

Box Size Lbox mDMparticle MHalo, min N(z = 0)
(Mpc) (M�) (M�)

4/uhr 68.1 Mpc 5.3⇥ 107 6.2⇥ 1011 835
3/hr 181.8 Mpc 9.8⇥ 108 1.1⇥ 1013 1049
1/mr 1274 Mpc 1.9⇥ 1010 2.2⇥ 1014 8824

2.2 Halo selection

The set of cosmological boxes used in this analysis is highlighted in
Table 1. Haloes are initially identified through a parallel FoF algo-
rithm with linking length b = 0.16. The FoF links over dark mat-
ter particles only. We then compute spherical overdensity masses
(for overdensities �200m, �200c and �500c) of each halo centered
at the deepest potential point with the parallel SUBFIND algorithm
(Springel et al. 2001; Dolag et al. 2009).

To ensure that haloes extracted from the Hydro simulations are
not affected by issues related to resolution and numerical artefacts,
we apply very conservative convergence criteria. For each box, and
for each overdensity �, we only consider haloes that contain more
than 10

4 dark matter particles within r�. We then construct cata-
logues applying the lower mass limits shown in Table 1. We further
apply an upper mass limit that corresponds to the lower limit of
the next larger box, or to 10

16M� for the largest boxes (see also
Figure 1). We extract cluster catalogues at seven redshifts that are
roughly equally spaced in cosmic time with �t ⇠ 1.6 Gyr. This
time step is chosen to be larger than the typical dynamic time of a
cluster, and we therefore work under the assumption that there is
no correlation between the different snapshots.

3 ANALYSIS METHOD

We provide the theoretical background on the halo mass function
and introduce the fitting form we will adopt. We also present the
method used to perform the multi-dimensional fits when analysing
the cluster catalogues extracted from our simulations.

3.1 The halo mass function

The comoving number density of haloes of mass M is
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dM
= f(�)

⇢̄m

M

d ln��1
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, (1)

with the mean matter density ⇢̄m (at redshift z = 0), and
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(M, z) ⌘ 1

2⇡2
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P (k, z) ˆW 2

(kR)k2dk, (2)

which is the variance of the matter density field P (k, z) smoothed
with the Fourier transform ˆW of the real-space top-hat window
function of radius R = (3M/4⇡⇢̄m)

1/3. The function f(�) is com-
monly parametrized as

f(�) = A
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+ 1
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exp

⇣
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⌘
(3)

with four parameters A, a, b, c that need to be calibrated (e.g. Jenk-
ins et al. 2001). Here, A sets the overall normalization, a and b are
the slope and normalization of the low-mass power law, and c sets
the scale of a high-mass exponential cutoff. The function f(�) has
been shown to be approximately universal (Jenkins et al. 2001),
meaning that it is independent of redshift and cosmology.

In this work we allow departures from universality by
parametrizing a possible redshift dependence as a power law of
1 + z:

A(z) = A0(1 + z)Az

a(z) = a0(1 + z)az

b(z) = b0(1 + z)bz

c(z) = c0(1 + z)cz (4)

where the subscript 0 denotes the values at redshift z = 0, and
where Az, az, bz, cz are additional fit parameters. Note that many
authors assume the cutoff scale c to be constant under the assump-
tion of self-similarity (e.g. Tinker et al. 2008; Watson et al. 2013).

3.2 Mass function for spherical overdensity masses

Many studies of the halo mass function are performed using the
FoF technique. For a linking length b ' 0.2, the resulting mass
function is very close to being universal (Jenkins et al. 2001). How-
ever, for observational reasons, real cluster masses are measured
in terms of spherical overdensity masses. When using a suitable
spherical overdensity �mean ⇠ 180, the above mass function fitting
formula is still close to being universal (Jenkins et al. 2001). Simi-
larly, Tinker et al. (2008) use �200m as their universal mass defini-
tion, and Watson et al. (2013) argue for �178m. These overdensity
definitions are all very similar; we adopt �200m in this work.

We also want to calibrate the mass function for M500c, which
is a convenient mass definition within X-ray studies of clusters
where the emission cannot easily be traced beyond r500c, and for
M200c, which is used for measurements of cluster galaxy velocity
dispersions and of weak gravitational lensing shear profiles. It is not
a priori clear that one can simply use the same form of the fitting
function that is valid for M200m, as one might miss some redshift
and cosmology dependent behavior. Remember, for example, the
very different redshift evolutions of ⇢̄m(z) and ⇢crit(z).

Tinker et al. (2008) provide the mass function for a range of
different �mean, and one uses �mean(z) = �crit/⌦m(z) to con-
vert from critical to mean density as a function of redshift. Their
approach relies on the implicit assumption that the fitting func-
tion correctly captures the behavior for every �mean. Watson et al.
(2013) provide a correction to their �178m mass function that de-
pends on �mean(z).

For now, we focus on �500c, and we choose the following ap-
proach: Assuming that the mass function dn/dM200m is universal,
the mass function in M500c can be expressed as
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=
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dM200m

dM200m

dM500c

= f(�)
⇢̄m
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d ln��1

dM500c
⇥ M500c

M200m
. (5)

This mass function should have the same universal properties as the
mass function in M200m.

The crucial, evolving part is now captured in the factor
M500c/M200m. These masses can be converted from one to the
other assuming a cluster density profile (e.g. Navarro, Frenk &
White 1997) and a mass-concentration relation (e.g. Duffy et al.
2008). Therefore, the conversion depends on mass, redshift, and
⌦m (which is involved in the overdensity conversion). The follow-
ing prescription is a good fit at the few percent level in the range
0 < z < 2, 1013 < M500c/M� < 2⇥10

16, and 0.1 < ⌦m < 0.5:
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M200m
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Planck Collaboration: Cosmology from SZ cluster counts

Fig. 7: Comparison of constraints from the CMB to those from
the cluster counts in the (⌦m,�8)-plane. The green, blue and
violet contours give the cluster constraints (two-dimensional
likelihood) at 1 and 2� for the WtG, CCCP, and CMB lens-
ing mass calibrations, respectively, as listed in Table 2. These
constraints are obtained from the MMF3 catalogue with the
SZ+BAO+BBN data set and ↵ free. Constraints from the Planck
TT, TE, EE+lowP CMB likelihood (hereafter, Planck primary
CMB) are shown as the dashed contours enclosing 1 and 2� con-
fidence regions (Planck Collaboration XIII 2015), while the grey
shaded region also include BAO. The red contours give results
from a joint analysis of the cluster counts, primary CMB and
the Planck lensing power spectrum (Planck Collaboration XV
2015), leaving the mass bias parameter free and ↵ constrained
by the X-ray prior.

6.3. Constraints on ⌦m and �8: comparison to primary CMB

Our 2013 analysis brought to light tension between constraints
on⌦m and�8 from the cluster counts and those from the primary
CMB in the base ⇤CDM model. In that analysis, we adopted a
flat prior on the mass bias over the range 1 � b = [0.7, 1.0], with
a reference model defined by 1 � b = 0.8 (see discussion in the
Appendix of Planck Collaboration XX 2014). Given the good
consistency between the 2013 and 2015 cluster results (Fig. 3),
we expect the tension to remain under the same assumptions con-
cerning the mass bias.

Figure 7 compares our 2015 cluster constraints (MMF3
SZ+BAO+BBN) to those for the base ⇤CDM model from the
Planck CMB anisotropies. The cluster constraints, given the
three di↵erent priors on the mass bias, are shown by the filled
contours at 1 and 2�, while the dashed black contours give the
Planck TT, TE, EE+lowP constraints (hereafter Planck primary
CMB, Planck Collaboration XIII 2015); the grey shaded regions
add BAO to the CMB. The central value of the WtG mass prior
lies at the extreme end of the range used in 2013 (i.e., 1-b=0.7);
with its uncertainty range extending even lower, the tension with
primary CMB is greatly reduced, as pointed out by von der Lin-
den et al. (2014b). With similar uncertainty but a central value
shifted to 1 � b = 0.78, the CCCP mass prior results in greater
tension with the primary CMB. The lensing mass prior, finally,
implies little bias and hence much greater tension.

6.4. Joint Planck 2014 primary CMB and cluster constraints

We now turn to a joint analysis of the cluster counts and primary
CMB. We begin by finding the mass bias required to remove ten-

Fig. 8: Comparison of cluster and primary CMB constraints in
the base ⇤CDM model expressed in terms of the mass bias,
1 � b. The solid black curve shows the distribution of values re-
quired to reconcile the counts and primary CMB in ⇤CDM; it
is found as the posterior on the 1 � b from a joint analysis of
the Planck cluster counts and primary CMB when leaving the
mass bias free. The coloured dashed curves show the three prior
distributions on the mass bias listed in Tab. 2.

sion with the primary CMB, and then consider one-parameter
extensions to the base ⇤CDM model, varying the curvature, the
Thomson optical depth to reionization, the dark energy equation-
of-state, and the neutrino mass scale. Unless otherwise stated,
"CMB" in the following means Planck TT, TE, EE+lowP as de-
fined in Planck Collaboration XIII (2015). All intervals are 68%
confidence and all upper/lower limits are 95%.

6.4.1. Mass bias required by CMB

In Fig. 8 we compare the three prior distributions to the mass
bias required by the primary CMB. The latter is obtained as the
posterior on (1 � b) from a joint analysis of the MMF3 cluster
counts and the CMB with the mass bias as a free parameter. The
best-fit value in this case is (1 � b) = 0.58 ± 0.04, more than 1�
below the central WtG value. Perfect agreement with the primary
CMB would imply that clusters are even more massive than the
WtG calibration. This figure most clearly quantifies the tension
between the Planck cluster counts and primary CMB.

6.4.2. Curvature

By itself the CMB only poorly determines the spatial curvature
(Sect. 6.2.4 of Planck Collaboration XIII 2015), but by including
another astrophysical observation, such as cluster counts, it can
be tightly constrained. Our joint cluster and CMB analysis, with-
out external data, yields ⌦k = �0.012 ± 0.008, consistent with
the constraint from Planck CMB and BAO ⌦k = 0.000 ± 0.002.

6.4.3. Reionization optical depth

Primary CMB temperature anisotropies also provide a precise
measurement of the parameter combination Ase�2⌧, where ⌧ is
the optical depth from Thomson scatter after reionization and As
is the power spectrum normalization on large scales (Planck Col-
laboration XIII 2015). Low-` polarization anisotropies break the
degeneracy by constraining ⌧, but this measurement is delicate
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Conclusions	
  

•  Baryonic	
  effects	
  on	
  the	
  mass	
  func2on	
  will	
  be	
  important	
  for	
  
surveys	
  like	
  eROSITA	
  

•  There	
  are	
  systema2c	
  differences	
  between	
  different	
  mass	
  
func2on	
  fits	
  that	
  shiL	
  cosmological	
  results	
  

•  The	
  corresponding	
  level	
  of	
  systema2c	
  uncertainty	
  is	
  
already	
  comparable	
  to	
  current	
  constraints!	
  

•  Using	
  our	
  mass	
  func2on	
  instead	
  of	
  Tinker	
  et	
  al.	
  would	
  fully	
  
resolve	
  the	
  “tension”	
  between	
  Planck	
  clusters	
  and	
  CMB	
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