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Star Formation History

LGRB are connected with the core-collapse of massive stars  (Woosley & Bloom 
2006).

As a result, LGRBs can be used to trace the star formation rate of their host 
environment.

Knowing the SFH to such high redshifts is of fundamental importance for 
studying galaxy evolution, when reionizaton occurs, ...

A question still in debate: LGRBs are or are not biased tracers of star 
formation? The question of biasing was first introduced because core-collapse 
models should only  generate  LGRB for a  low-metallicity  progenitor system, 
Hirschi et al. 2005; Yoon & Langer 2005; Woosley & Heger 2006.
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METALLICITY LIMIT TO TRIGGER 
GRBS

Several authors have suggested that progenitors of long duration GRBs 
have preference for low-metallicity environments (Langer & Norman 
2006; Woosley & Bloom 2006). 

Such an effect would be a consequence of the mass and angular 
momentum loss caused by winds in high-metallicity stars. 

This would prevent such stars of becoming GRBs and consequently, 
change their expected redshift distribution (e.g., Salvaterra & Chincarini 
2007; Yüksel et al. 2008; Kistler et al. 2009). However, a standard 
model for the metallicity connection are still unclear (see e.g., Modjaz 
2011; Robertson & Ellis 2012).
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METALLICITY	  CONNECTION:	  A	  TALE	  OF	  TWO	  
MODELS

6 Robertson & Ellis

which can be expressed as

ψ(z) =
∫ M",crit(z)
0 SFR(M,z)Φ"(M,z)dM
∫∞
0 SFR(M,z)Φ"(M,z)dM

(7)

where SFR(M,z) is the star formation rate - stellar mass
relation and Φ"(M,z) is the galaxy stellar mass function.
Drory & Alvarez (2008) parameterize the observed star for-
mation rate-stellar mass relation as

SFR(M,z) = SFR0
(

M
M0

)β

exp
(

!
M
M0

)

(8)

where β ≈ 0.5 and the parameters SFR0 and M0 evolve with
redshift as

SFR0(z) = 3.01(1+ z)3.03M" yr!1 (9)
M0(z) = 2.7× 1010(1+ z)2.1M". (10)

The stellar mass function also evolves with redshift (e.g.,
Drory et al. 2005). Taking a Schechter (1976) model for the
galaxy stellar mass

Φ"(M,z) = φ"

(

M
M1

)γ

exp
(

!
M
M1

)

dM
M1

, (11)

Drory & Alvarez (2008) model the redshift-dependenceof the
observed galaxy stellar mass function through the parameters

φ"(z)≈ 0.003(1+ z)!1.07 Mpc!3dex!1 (12)
log[M1/M"](z)≈ 11.35!0.22ln(1+ z) (13)

γ(z)≈ !1.3. (14)
By combining Equations 6 and 8-14 the redshift-dependent

ratio of the GRB rate to the star formation rate Ψ(z) can be
estimated by evaluating Equation 5. With Ψ(z) in hand, a
model for the cumulative redshift distribution of GRBs can
be calculated using Equations 1 and 2 once a model of the
star formation rate density ρ̇"(z) is adopted. For a critical host
galaxy metallicity 12 + log[O/H]crit above which GRBs are
suppressed, we can use the GRB data to inform us as to what
metallicity ceilings are plausible. The redshift-dependence
of Ψ(z) will clearly depend on the value of 12+ log[O/H]crit
since the fraction of star formation occurring at metallici-
ties below 12 + log[O/H]crit will vary with redshift owing to
the evolution of the mass-metallicity relation, the mass-star
formation rate relation, and the stellar mass function. For
simplicity in this model, GRBs are prevented from occuring
above 12+ log[O/H]crit, but as noted above in §4 GRBs do oc-
cur in metal rich host galaxies. The suppression in metal rich
galaxies should therefore be understood to be an incomplete,
coarse model to indicate the potential preference for GRBs to
occur in metal-poor systems.
Figure 3 shows the cumulative GRB redshift distribution

N(< z|zmax = 4) resulting from Equation 7 with the adoption
of the Hopkins & Beacom (2006) star formation rate den-
sity model, for three choices for the critical metallicity 12 +
log[O/H]crit. One model adopts a large 12 + log[O/H]crit =
9 (red line), similar to the metallicity of the host of GRB
020819 (Levesque et al. 2010b). In this case, essentially
all star formation occurs in hosts with metallicities below
12+ log[O/H]crit and Ψ is roughly constant with redshift as
the GRB rate and star formation rate density trace one another.
The large 12+ log[O/H]crit model therefore closely tracks the
α = 0 model shown in Figure 1. An intermediate model adopts

Figure 3. Cumulative redshift distribution of gamma-ray bursts at z < 4 and
metallicity-evolution models for the GRB rate to star formation rate ratio Ψ(z). The
black histogram and gray area indicate the cumulative distribution of GRBs with firm
redshifts and the uncertainty owing to dark GRBs (see Figure 1 caption). Also shown
are three models of the ratioΨ(z) where GRB production is suppressed in galaxies with
metallicities above a ceiling 12 + log[O/H]crit , determined by model presented in §4:
a high 12 + log[O/H]crit = 9 (red line), the 12 + log[O/H]crit ≈ 8.7 ceiling found by
Modjaz et al. (2008, blue line), and a illustrative low ceiling 12 + log[O/H]crit = 8 (or-
ange line). The inset shows the redshift-dependence ψ(z) corresponding to the model
with 12+ log[O/H]crit ≈ 8.7, along with a parameterized fit (see Equation 15).

the value of 12+ log[O/H]crit≈ 8.7 fromModjaz et al. (2008),
shown as the blue line in the Figure 3. Star formation oc-
curring in galaxies with metallicities below the Modjaz et al.
(2008) 12+ log[O/H]crit tracks the GRB rate with surprising
fidelity, and for convenience we show the correspondingΨ(z)
in the Figure 3 inset and provide a parameterized fit to this
Ψ(z) model as

Ψfit(z) = 0.5454+ (1!0.5454)× [erf(0.324675z)]1.45 (15)

(dashed black line in Figure 3 inset) that recovers the com-
puted ψ(z) to within 1% at 0 < z < 10. Normalized over the
redshift range 0 < z < 4, this intermediate 12+ log[O/H]crit
model produces a cumulative redshift distribution similar to
the Ψ(z) ∝ (1 + z)0.5 model discussed in §3. Third, we show
the effects of a low value of 12 + log[O/H]crit = 8. While
the fraction of star formation occurring in systems with 12+
log[O/H]< 8 is much smaller than 12+ log[O/H]≈ 8.7, nor-
malized over the redshift range 0 < z < 4 the redshift depen-
dence of the two models are similar. Sensibly, the low 12+
log[O/H]crit model evolves with a somewhat stronger redshift
dependence as the epoch at where the characteristic stellar
mass in the stellar mass function reaches 12+ log[O/H]crit is
pushed to higher redshift. This low 12 + log[O/H]crit model
only serves as a strawman to illustrate the calculated redshift
dependence; GRBs are observed to occur at larger metallici-
ties (see, e.g., Levesque et al. 2010a; Mannucci et al. 2011).
As in §3, we can formalize this comparison using a one-

sample KS test. Figure 4 shows the KS test probability as
a function of 12 + log[O/H]crit in terms of 12 + log[O/H]
on the Kobulnicky & Kewley (2004) scale for 8 ≤ 12 +
log[O/H]crit ≤ 9.2. We find that a cumulative GRB red-
shift distribution produced by a 12+ log[O/H]crit ! 8.85 pro-
duces a redshift-evolution in Ψ(z) that is adequately consis-
tent (P > 0.05) with the firm GRB sample (red line), or the
sample enlarged by dark GRBs at their redshift limits (or-
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Fig. 6: The resulting CSFH model when using different
mass ranges. Blue-dashed: (M1,M2) = (7, 12), green-
bold: (M1,M2) = (7.9, 11.1), red-dash-dotted: (M1,M2) =
(8.8, 10.2). Each curve utilises εL = 1.8 and δ = 0. The normali-
sation, ρ̇Total∗ , is the integrated CSFH from redshift z = 0 − ∞.

Fig. 7: The resulting CSFH model when using different power
dependences. Blue-dashed: δ = 0, green-bold: δ = 1.5, red-
dash-dotted: δ = 2.9. Each curve utilises εL = 1.8, (M1,M2) =
(7, 12). The normalisation, ρ̇Total∗ , is the integrated CSFH from
redshift z = 0 −∞.

2. A non-evolving LGRB LF (Eqn. 9) is then fit to the luminos-
ity distribution (corresponding to each sample) using a least
squares algorithm taken from the SciPy5 library.

3. The chosen sample is then binned in redshift space (bin sizes;
spectroscopic: 1.74, photometric: 1.87, upper limit 1: 1.6,
upper limit 2: 2.0) where bin sizes are chosen to ensure a
limited number of bins (> 80%) have zero counts.

4. The LGRB number density model (Eqn. 11) is then calcu-
lated utilising a given (M1,M2), δ, εL and LGRB LF deter-
mined in step 2, using the same redshift bin sizes as in the
previous step, i.e., N (z1, z2).

5. ηother is calculated by taking the median value of the ratio
of the binned data to the expected model data (a median is

5 http://www.scipy.org/

Fig. 8: Examples of LGRBR models in comparison to the spec-
troscopic sample. The blue-solid line is spectroscopic sample,
the blue-dashed is the model with input parameters δ = 0,
εL = 1.8, (M1,M2) = (7, 12) and the red-dashed line is the same
but with a metallicity limit of εL = 0.1. All three histograms
are normalised to their peak value to highlight their main differ-
ences.

favoured as the high-z bins contain low counts and can dom-
inate the slope of the best-fit).

6. The data is then compared to the model predictions using
a least χ2-test

(

χ2 =
∑ (xexpected−xobserved)2

δxobserved

)

. The count errors are
assumed to be Poisson distributed.

7. This is then repeated for all of the parameters in the 3 dimen-
sional space described in Table 4.

An example of the binned data and the correspondingLGRB rate
models for two metallicity constraints can be seen in Fig 8.

4.4. Summary of Assumptions

To summarise, the assumptions made throughout this section
are:

– LGRBs produce an X-ray afterglow and are collimated.
– LGRBs are formed via the single progenitor collapsar model
from stars above a mass of 30M$.

– A Salpeter IMF between 0.1 − 100M$, is assumed.
– LGRBs have a static normal (Gaussian) luminosity function.
– Galaxies obey a redshift-evolving mass function.
– Galaxies lie on the mass-metallicity relation.
– Downsizing is described by an evolving quenching mass
(mass upper limit).

5. Results

Given the methodology outlined in Sect. 4, a LGRB number
distribution was generated utilising a 3D parameter space con-
sisting of metallicity limits, mass ranges and missing redshift
effects. These models were then compared to the different sam-
ples described in Sect. 3.1, of varying completeness levels, and
the best-fit results were determined using a least χ2 test.
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Metallicity limit fits better the data No significant relation

Robertson & Ellis 2012 

(Hirschi et al. 2005; Yoon & Langer 2005; Woosley & Heger 2006,  
Prochaska et al.	
 2004;	
 Sollerman et al. 2005; Modjaz et al. 2006; 
Stanek et al. 2006; Wiersema et al. 2007 , Fruchteretal. 1999, 2006; 
Le Floc’h et al. 2003; Fynbo et al. 2003; Savaglio et al. 2009).

Levesque et al. 2010, Soderberg et al. 2010,  Han et al. 2010,  Savaglio et 
al. 2009, Ishida et al. 2011, Hashimoto et al. 2010; Savaglio et al. 2012, 
Levan et. al. 2006; Berger et. al. 2007; Hashimoto et. al. 2010; Hunt et. al. 
2011
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METALLICITY DEPENDENCE
6 Robertson & Ellis

which can be expressed as

ψ(z) =
∫ M",crit(z)
0 SFR(M,z)Φ"(M,z)dM
∫∞
0 SFR(M,z)Φ"(M,z)dM

(7)

where SFR(M,z) is the star formation rate - stellar mass
relation and Φ"(M,z) is the galaxy stellar mass function.
Drory & Alvarez (2008) parameterize the observed star for-
mation rate-stellar mass relation as

SFR(M,z) = SFR0
(

M
M0

)β

exp
(
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M
M0

)

(8)

where β ≈ 0.5 and the parameters SFR0 and M0 evolve with
redshift as

SFR0(z) = 3.01(1+ z)3.03M" yr!1 (9)
M0(z) = 2.7× 1010(1+ z)2.1M". (10)

The stellar mass function also evolves with redshift (e.g.,
Drory et al. 2005). Taking a Schechter (1976) model for the
galaxy stellar mass

Φ"(M,z) = φ"

(

M
M1

)γ

exp
(
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M1

)

dM
M1

, (11)

Drory & Alvarez (2008) model the redshift-dependenceof the
observed galaxy stellar mass function through the parameters

φ"(z)≈ 0.003(1+ z)!1.07 Mpc!3dex!1 (12)
log[M1/M"](z)≈ 11.35!0.22ln(1+ z) (13)

γ(z)≈ !1.3. (14)
By combining Equations 6 and 8-14 the redshift-dependent

ratio of the GRB rate to the star formation rate Ψ(z) can be
estimated by evaluating Equation 5. With Ψ(z) in hand, a
model for the cumulative redshift distribution of GRBs can
be calculated using Equations 1 and 2 once a model of the
star formation rate density ρ̇"(z) is adopted. For a critical host
galaxy metallicity 12 + log[O/H]crit above which GRBs are
suppressed, we can use the GRB data to inform us as to what
metallicity ceilings are plausible. The redshift-dependence
of Ψ(z) will clearly depend on the value of 12+ log[O/H]crit
since the fraction of star formation occurring at metallici-
ties below 12 + log[O/H]crit will vary with redshift owing to
the evolution of the mass-metallicity relation, the mass-star
formation rate relation, and the stellar mass function. For
simplicity in this model, GRBs are prevented from occuring
above 12+ log[O/H]crit, but as noted above in §4 GRBs do oc-
cur in metal rich host galaxies. The suppression in metal rich
galaxies should therefore be understood to be an incomplete,
coarse model to indicate the potential preference for GRBs to
occur in metal-poor systems.
Figure 3 shows the cumulative GRB redshift distribution

N(< z|zmax = 4) resulting from Equation 7 with the adoption
of the Hopkins & Beacom (2006) star formation rate den-
sity model, for three choices for the critical metallicity 12 +
log[O/H]crit. One model adopts a large 12 + log[O/H]crit =
9 (red line), similar to the metallicity of the host of GRB
020819 (Levesque et al. 2010b). In this case, essentially
all star formation occurs in hosts with metallicities below
12+ log[O/H]crit and Ψ is roughly constant with redshift as
the GRB rate and star formation rate density trace one another.
The large 12+ log[O/H]crit model therefore closely tracks the
α = 0 model shown in Figure 1. An intermediate model adopts

Figure 3. Cumulative redshift distribution of gamma-ray bursts at z < 4 and
metallicity-evolution models for the GRB rate to star formation rate ratio Ψ(z). The
black histogram and gray area indicate the cumulative distribution of GRBs with firm
redshifts and the uncertainty owing to dark GRBs (see Figure 1 caption). Also shown
are three models of the ratioΨ(z) where GRB production is suppressed in galaxies with
metallicities above a ceiling 12 + log[O/H]crit , determined by model presented in §4:
a high 12 + log[O/H]crit = 9 (red line), the 12 + log[O/H]crit ≈ 8.7 ceiling found by
Modjaz et al. (2008, blue line), and a illustrative low ceiling 12 + log[O/H]crit = 8 (or-
ange line). The inset shows the redshift-dependence ψ(z) corresponding to the model
with 12+ log[O/H]crit ≈ 8.7, along with a parameterized fit (see Equation 15).

the value of 12+ log[O/H]crit≈ 8.7 fromModjaz et al. (2008),
shown as the blue line in the Figure 3. Star formation oc-
curring in galaxies with metallicities below the Modjaz et al.
(2008) 12+ log[O/H]crit tracks the GRB rate with surprising
fidelity, and for convenience we show the correspondingΨ(z)
in the Figure 3 inset and provide a parameterized fit to this
Ψ(z) model as

Ψfit(z) = 0.5454+ (1!0.5454)× [erf(0.324675z)]1.45 (15)

(dashed black line in Figure 3 inset) that recovers the com-
puted ψ(z) to within 1% at 0 < z < 10. Normalized over the
redshift range 0 < z < 4, this intermediate 12+ log[O/H]crit
model produces a cumulative redshift distribution similar to
the Ψ(z) ∝ (1 + z)0.5 model discussed in §3. Third, we show
the effects of a low value of 12 + log[O/H]crit = 8. While
the fraction of star formation occurring in systems with 12+
log[O/H]< 8 is much smaller than 12+ log[O/H]≈ 8.7, nor-
malized over the redshift range 0 < z < 4 the redshift depen-
dence of the two models are similar. Sensibly, the low 12+
log[O/H]crit model evolves with a somewhat stronger redshift
dependence as the epoch at where the characteristic stellar
mass in the stellar mass function reaches 12+ log[O/H]crit is
pushed to higher redshift. This low 12 + log[O/H]crit model
only serves as a strawman to illustrate the calculated redshift
dependence; GRBs are observed to occur at larger metallici-
ties (see, e.g., Levesque et al. 2010a; Mannucci et al. 2011).
As in §3, we can formalize this comparison using a one-

sample KS test. Figure 4 shows the KS test probability as
a function of 12 + log[O/H]crit in terms of 12 + log[O/H]
on the Kobulnicky & Kewley (2004) scale for 8 ≤ 12 +
log[O/H]crit ≤ 9.2. We find that a cumulative GRB red-
shift distribution produced by a 12+ log[O/H]crit ! 8.85 pro-
duces a redshift-evolution in Ψ(z) that is adequately consis-
tent (P > 0.05) with the firm GRB sample (red line), or the
sample enlarged by dark GRBs at their redshift limits (or-

J. Elliott et al.: The long γ-ray burst rate and the correlation with host galaxy properties

Fig. 6: The resulting CSFH model when using different
mass ranges. Blue-dashed: (M1,M2) = (7, 12), green-
bold: (M1,M2) = (7.9, 11.1), red-dash-dotted: (M1,M2) =
(8.8, 10.2). Each curve utilises εL = 1.8 and δ = 0. The normali-
sation, ρ̇Total∗ , is the integrated CSFH from redshift z = 0 − ∞.

Fig. 7: The resulting CSFH model when using different power
dependences. Blue-dashed: δ = 0, green-bold: δ = 1.5, red-
dash-dotted: δ = 2.9. Each curve utilises εL = 1.8, (M1,M2) =
(7, 12). The normalisation, ρ̇Total∗ , is the integrated CSFH from
redshift z = 0 −∞.

2. A non-evolving LGRB LF (Eqn. 9) is then fit to the luminos-
ity distribution (corresponding to each sample) using a least
squares algorithm taken from the SciPy5 library.

3. The chosen sample is then binned in redshift space (bin sizes;
spectroscopic: 1.74, photometric: 1.87, upper limit 1: 1.6,
upper limit 2: 2.0) where bin sizes are chosen to ensure a
limited number of bins (> 80%) have zero counts.

4. The LGRB number density model (Eqn. 11) is then calcu-
lated utilising a given (M1,M2), δ, εL and LGRB LF deter-
mined in step 2, using the same redshift bin sizes as in the
previous step, i.e., N (z1, z2).

5. ηother is calculated by taking the median value of the ratio
of the binned data to the expected model data (a median is

5 http://www.scipy.org/

Fig. 8: Examples of LGRBR models in comparison to the spec-
troscopic sample. The blue-solid line is spectroscopic sample,
the blue-dashed is the model with input parameters δ = 0,
εL = 1.8, (M1,M2) = (7, 12) and the red-dashed line is the same
but with a metallicity limit of εL = 0.1. All three histograms
are normalised to their peak value to highlight their main differ-
ences.

favoured as the high-z bins contain low counts and can dom-
inate the slope of the best-fit).

6. The data is then compared to the model predictions using
a least χ2-test

(

χ2 =
∑ (xexpected−xobserved)2

δxobserved

)

. The count errors are
assumed to be Poisson distributed.

7. This is then repeated for all of the parameters in the 3 dimen-
sional space described in Table 4.

An example of the binned data and the correspondingLGRB rate
models for two metallicity constraints can be seen in Fig 8.

4.4. Summary of Assumptions

To summarise, the assumptions made throughout this section
are:

– LGRBs produce an X-ray afterglow and are collimated.
– LGRBs are formed via the single progenitor collapsar model
from stars above a mass of 30M$.

– A Salpeter IMF between 0.1 − 100M$, is assumed.
– LGRBs have a static normal (Gaussian) luminosity function.
– Galaxies obey a redshift-evolving mass function.
– Galaxies lie on the mass-metallicity relation.
– Downsizing is described by an evolving quenching mass
(mass upper limit).

5. Results

Given the methodology outlined in Sect. 4, a LGRB number
distribution was generated utilising a 3D parameter space con-
sisting of metallicity limits, mass ranges and missing redshift
effects. These models were then compared to the different sam-
ples described in Sect. 3.1, of varying completeness levels, and
the best-fit results were determined using a least χ2 test.
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The host of GRB 080605 is significantly enriched with metals with an oxygen abundance 12 + log(O/
H) between 8.3 and 8.7 (0.4 Z⊙ < Z < 1.1 Z⊙)

Astronomy & Astrophysics manuscript no. v1 c� ESO 2012
March 9, 2012

The metal-enriched host of an energetic γ-ray burst at z ≈ 1.6 �
T. Krühler1, J. P. U. Fynbo1, S. Geier1, J. Hjorth1, D. Malesani1, B. Milvang-Jensen1, M. Sparre1, D. J. Watson1, and T.

Zafar1

Dark Cosmology Centre, Niels Bohr Institute, University of Copenhagen, Juliane Maries Vej 30, 2100 Copenhagen, Denmark.

ABSTRACT

Context. The star-forming nature of long γ-ray burst (GRB) host galaxies provides invaluable constraints on the progenitors of GRBs
and might open a short-cut to the characteristics of typical star-forming galaxies throughout the history of the Universe. Due to the
absence of near-infrared (NIR) spectroscopy, however, detailed investigations, specifically a determination of the gas-phase metallicity
of gamma-ray burst hosts, was largely limited to redshifts z < 1 to date.
Aims. We observed the galaxy hosting GRB 080605 at z = 1.64 using optical/NIR spectroscopy and photometry in the rest-frame
wavelength range between 1150 and 8700 Å. These data allow us to study a z > 1 GRB host in unprecedented detail and investigate
the relation between GRB hosts and field galaxies.
Methods. We avail of VLT/X-shooter optical/NIR spectroscopy to measure the metallicity, electron density, star-formation rate (SFR),
and reddening of the host of GRB 080605. Specifically, we use different strong-line diagnostics to robustly measure the gas-phase
metallicity within the interstellar medium (ISM) for the first time based on [N ii] at this redshift.
Results. The host of the energetic (Eγ,iso ∼ 2 × 1053 erg) GRB 080605 at z ∼ 1.64 is a vigorously star-forming galaxy with an
Hα-derived SFR of 34+16

−12 M⊙ yr−1. Its ISM is significantly enriched with metals. Specifically, [N ii]/Hα = 0.16 ± 0.02 which yields
an oxygen abundance 12+ log(O/H) between 8.3 and 8.7 depending on the adopted strong-line calibrator. This corresponds to values
in the range of 0.4 − 1.1 Z⊙. For its measured stellar mass (M∗ = 4.9+3.2

−1.9 × 109 M⊙) and SFR this value is fully consistent with the
fundamental metallicity relation defined by star-forming field galaxies. The absence of strong Lyα emission constrains the escape
fraction of resonantly-scattered Lyα photons to fesc � 0.08.
Conclusions. Our observations provide a detailed picture of the conditions in the ISM of a highly star-forming galaxy at z ∼ 1.6,
including the first robust metallicity measurement based on [N ii] for a GRB host at z > 1.0. They directly illustrate that GRB hosts
are not necessarily metal-poor, both on absolute scales as well as relative to their stellar mass and SFR. GRB hosts could thus be fair
tracers of the population of ordinary star-forming galaxies as a whole at z � 1.

Key words. Gamma-ray burst: general, individual: GRB 080605, ISM: abundances, Galaxies: star formation, high-redshift

1. Introduction

The violent stellar explosion that gives rise to long γ-ray bursts
(see e.g., Piran 2004; Gehrels et al. 2009, for reviews) and their
multi-wavelength afterglows has been firmly related to broad-
line supernovae (SNe) of type Ic, and hence star-formation (SF),
via the core-collapse of massive stars (e.g., Galama et al. 1998;
Hjorth et al. 2003; Stanek et al. 2003; Malesani et al. 2004;
Pian et al. 2006; Campana et al. 2006). The GRB’s high-energy
signature is very luminous, and unaffected by dust and there-
fore pin-points regions of star-formation irrespective of galaxy
brightness, dust obscuration and redshift. GRB-selected galax-
ies hence provide a sample of high-redshift, star-forming galax-
ies that is fully complementary to conventional survey studies.

The luminous afterglows furthermore facilitate redshift mea-
surements, and detailed investigation about the chemical compo-
sition (e.g., Savaglio et al. 2003; Prochaska et al. 2006, 2009; de
Ugarte Postigo et al. 2010) and the dust properties of the host
(e.g., Galama & Wijers 2001; Kann et al. 2006; Schady et al.
2007, 2010; Zafar et al. 2011). GRB hosts can hence be tar-
geted with a known redshift, position and information about the
galaxy’s interstellar medium (ISM) at hand, providing an inde-
pendent diagnostic of galaxy evolution and star-formation.

� Based on observations made with telescopes at the European
Southern Observatory at LaSilla/Paranal, Chile under program 087.B-
0737(C).

Notably at the highest redshifts (Greiner et al. 2009; Tanvir
et al. 2009; Salvaterra et al. 2009; Cucchiara et al. 2011), GRBs
allow us to set observational constraints on the history of star-
formation (e.g., Kistler et al. 2009; Robertson & Ellis 2012;
Elliott et al. 2012), the galaxy luminosity function (Tanvir et al.
2012; Basa et al. 2012) as well as on the nature of young and
star-forming galaxies (e.g., Christensen et al. 2004; Chen et al.
2009; Watson et al. 2011) beyond the detection limit of state-of-
the-art surveys.

To represent a robust tool for cosmology and probe of star-
formation, the physical conditions that lead to the formation
of the GRB progenitor must be understood. As direct observa-
tions of GRB progenitors akin to those of some SNe remain im-
possible due to the cosmological distances, afterglow sight-line
(e.g., Fynbo et al. 2009), spatially-resolved (e.g., Christensen
et al. 2008; Thöne et al. 2008; Levesque et al. 2011) or galaxy-
integrated measurements (e.g., Graham et al. 2009; Chen 2012)
provide the most constraining information on the kind of galactic
environments GRBs occur in.

However, the properties of an unbiased sample of long GRBs
hosts are still largely unknown, and selection effects due to
optically-dark bursts (Groot et al. 1998; Fynbo et al. 2001;
Perley et al. 2009) arguably play a crucial role (e.g., Krühler
et al. 2011; Perley et al. 2011a). Consequently, the conditions
for the formation of GRBs, the relation between GRB hosts and
field galaxies and the extent to which GRBs trace the cosmic

1

ar
X

iv
:1

20
3.

19
19

v1
  [

as
tro

-p
h.

CO
]  

8 
M

ar
 2

01
2

quarta-feira, 9 de maio de 2012



STAR FORMATION HISTORY
– 11 –

the evolution in the luminosity function out to z ≈ 10, nearly 500 Myr earlier than at z ≈ 6 (and

so halving the time difference between the first galaxies at z ≈ 15-20 and those seen at z ≈ 6).

We find L∗ at z ≈ 10 to be −18.3±0.5 AB mag, or L∗ > −18.3 in the limit of no detected sources

– although obviously very uncertain, this is consistent with the evolution in the bright end of the

ultraviolet luminosity function seen from z ≈ 7 to z ≈ 4 continuing to z ≈ 10.

Figure 4. The luminosity density and star formation rate density in the Universe over 13.2 Gyr.

The rest-frame continuum ultraviolet luminosity density (right axis, blue points) at z ≈ 10, and the

star formation rate density (left axis, red points) derived from the extinction-corrected luminosity

density1,25, are integrated down to the approximate magnitude limit MAB ≈ −18 (0.06 L∗) of our

z ≈ 10 J125-dropout search. The conversion from ultraviolet luminosity to star formation rate

assumes a Salpeter initial mass function. The upper horizontal axis gives the time after the Big

Bang and the lower axis the redshift. As before, we assume that the ultraviolet luminosity function

has the same faint-end slope (and normalization) as at z ≈ 6 and z ≈ 7. The star formation

rate density (1.9+4.4
−1.5 × 1024 M# yr−1 Mpc−3) from the contamination-corrected sample is shown

at z ≈ 10 from the current J125-dropout search, as is the 1σ upper limit (<3 × 1024 M# yr−1

Mpc−3) if we assume no z ≈ 10 sources are detected. All error bars are 1σ. Also included here

are the recent star formation rate determinations at z ≈ 7 and z ≈ 8 from our HUDF09 WFC3/IR

z850-dropout and Y105-dropout searches9, and from the literature at z < 4 (green and black points:

refs 27, 30) and at z ≈ 4-6 (ref. 1). The dust corrections at z ≈ 4 are based on the estimated

ultraviolet-continuum slopes β, and are already negligible by z ≈ 7 (refs 2, 3, 25). There is no

evidence for any substantial change in the star formation rate density trends established at lower

redshift.

8 Robertson & Ellis

Figure 5. Implications of GRB-derived estimates for the high-redshift star formation rate density, ρ̇!(z). Panel a (upper left) shows ρ̇!(z) determined from UV-selected galaxies
(gray points with error bars, see text) and corresponding parametric SFR histories from Robertson et al. (2010) (green hatched region). Also shown are values implied by the GRB rate
assuming no evolution inΨ(z) (red points), our model for GRB production in low-metallicity galaxies (blue points), and strong evolution in GRB production per unit star formation rate
(Ψ(z) ∝ (1 + z)1.5, orange points). The model points have been offset slightly in redshift for clarity and the model error bars reflect Poisson errors on the GRB rate in each redshift bin.
If the GRB rate to SFR ratio evolves weakly beyond z > 4 (red and blue points), the rate of discovery of high redshift GRBs already implies a ρ̇!(z) much larger than that inferred from
UV-selected galaxies. Evolution faster thanΨ(z)∝ (1+ z)1.5 would be needed to force agreement. Parameterized star formation histories consistent with the GRB-derived star formation
histories in the constant Ψ and low metallicity star formation models are shown as black lines. With fiducial choices about the character of the stellar populations (Z ∼ 0.2Z!), the
clumpiness of the intergalactic medium (C = 3, upper line; C = 2.5 lower line), and the escape fraction of ionizing photons ( fesc = 0.06, upper line; fesc = 0.2, lower line) we can
calculate the reionization history in panel b (upper right) implied by the GRB-derived high-redshift star formation rate (black lines) and compare with similar histories calculated
by Robertson et al. (2010) determined from UV-selected galaxies (orange hatched region). The GRB-inferred star formation history would produce a large volume filling fraction of
ionized gas extending to high-redshift. The path length through this ionized gas to the cosmic microwave background provides the optical depth to electron scattering τe in panel d
(lower right). The ionization history computed from the GRB-derived star formation history would easily reach τe implied by the seven-year Wilkinson Microwave Anisotropy Probe
measurements (Komatsu et al. 2011), and produce a much larger value than that similarly calculated from UV-selected galaxies (red hatched area; Robertson et al. 2010). While both
the ionization history and the Thomson optical depth depend on specific model choices for fesc or C, the stellar mass density (panel c, lower left) is simply determined by the integral of
the previous star formation rate density (panel a, upper left). The stellar mass density to z∼ 8 is shown as gray points with error bars (González et al. 2011), with the associated models
by Robertson et al. (2010, blue hatched region). The black lines in panel c show the stellar mass density implied by parameterizations of the GRB-derived star formation rate, which
clearly exceed the stellar mass density at all redshifts.

(Mortlock et al. 2011) reaches beyond z > 7, it is important
to understand the potential role for star-forming galaxies in
reionizaton (for a review, see Robertson et al. 2010). For in-
stance, Robertson et al. (2010) have calculated the reioniza-
tion history, Thomson scattering optical depth, and stellar
mass build-up for the star formation histories plotted in Fig-
ure 5 (hatched regions). The star formation histories in these
models have been parameterized using the formula

ρ̇!(z) =
a+b

(

z/c
) f

1+
(

z/c
)d +g, (17)

which is the Robertson et al. (2010) generalization of the
model by Cole et al. (2001) to include a floor in the star
formation rate. In Figure 5, panel a, the upper star for-
mation history of the green hatched area has parameter val-
ues a = 0.009M# yr!1 Mpc!3, b = 0.27M# yr!1 Mpc!3, c =
3.7, d = 7.4, and g = 10!3M# yr!1 Mpc!3. The lower star
formation history model has c = 3.4, d = 8.3, and g =

10!4M# yr!1 Mpc!3. With metal poor stellar populations, a
typical escape fraction of fesc ∼ 0.3 and a clumping factor
C ∼ 2, the upper ρ̇!(z) curve fully ionizes the intergalac-
tic medium by z ∼ 7 and recovers the Wilkinson Microwave
Anisotropy Probe (WMAP) electron scattering optical mea-
surement (e.g., Komatsu et al. 2011).
Using the same form of Equation 17 to parameterize the star

formation rate density implied by the high-redshift GRB rate
and a weak-to-moderate redshift-dependence of Ψ(z) (Fig-
ure 5, panel a, red and blue points), we find that parameter
values of a = 0.007M# yr!1 Mpc!3, b = 0.27M# yr!1 Mpc!3,
c = 3.7, d = 6.4, f = 2.5 and g = 3× 10!3M# yr!1 Mpc!3 are
representative as a “low-ρ̇!(z)” GRB-derived model (lower
black curve), while adopting d = 7.4 and g = [(4× 10!2 !
10!3)× (z/3) + 10!3]M# yr!1 Mpc!3 provides representative
“high-ρ̇!(z)” GRB-derived model (upper black curve).
With the same assumptions for the escape fraction, IGM

clumping factor, and stellar population model used by
Robertson et al. (2010), the star formation history implied by

Probing cosmic star formation up to z = 9.4 with GRBs 5

PC 1

PC 2

SWIFT

0 2 4 6 8

! 0.4

! 0.2

0.0

0.2

0.4

z

e i

"

" "

"

"
"

"

"

"

"

"
"

"
"

"

"
"

"

"

"

"

"

"

"

""

"

"
"
""
"

"
""

"

"

"

"

"

"

""

"

"

"

"

"

"

"

" "
"

"

"

""
"

"

""

"
"

"

"

" HB2006
!

!

!

!

!

! B2008 "

"
"

" O2008

#

#

# Y2008

$

$ M2007

C2007

#

#

#

R2008

$

$

$

W2009

%

%

%

%

This
work

t 2 %97.2&

0 2 4 6 8
10!4

0.001

0.01

0.1

z

Ρ
re
c
!
M
&
yr
!
1
M
pc
!
3 "

Figure 3. Top: First (red solid) and second (blue dashed) PCs
from Swift. Bottom: PCA reconstruction from Swift data using
2 PCs, compared with independent SFH determinations (light
points, not used in our calculations). The black solid line is the
PCA best-fit reconstruction using 2 PCs; the red dashed lines cor-
respond to 2σ confidence levels. The inset shows the cumulative
percentage of total variance, tM .

the reconstructed SFH contains also the behavior of all the
agents influencing the determination of N(z) and not in-
cluded in the model.

For example, Langer & Norman (2006);
Woosley & Heger (2006) have argued that GRB progenitors
will have a low metallicity. Such an effect would be a con-
sequence of the mass and angular momentum loss caused
by winds in high-metallicity stars. This would prevent such
stars of becoming GRBs and consequently, change their ex-
pected redshift distribution (Salvaterra & Chincarini 2007;
Salvaterra et al. 2007; Li 2008). We implicitly considered
that this and other such effects will span within the error
bars in our analysis.

In spite of the remaining uncertainties, which are prob-
ably less severe than those affecting other methods aimed at
recovering the high-z tail of the SFH, there are robust indica-
tions that we can gather from the analysis of our results. The
first is that the combination of GRB data and PCA suggest
that the level of star formation activity at z ≈ 9.4 could have
been already as high as the present-day one (≈ 0.01M! yr−1

Mpc−3). This is a factor 3-5 times higher than deduced from
high-z galaxy searches through drop-out techniques, simi-
larly to the trend found by Yonetoku et al. (2004). If true,
this might alleviate the long-standing problem of a photon-
starving reionization; it might also indicate that galaxies ac-
counting for most of the star formation activity at high red-
shift go undetected by even the most deep searches. Finally
it is worth noticing that a sustained high-z star formation
activity is consistent with predictions of reionization mod-
els that simultaneously match a number of observable ex-
perimental constraints as the Gunn-Peterson effect, Thom-

son free-electron optical depth, Lyman Limit Systems statis-
tics etc. (Choudhury & Ferrara (2006), Bolton & Haehnelt
(2007)). Given the expected large growth of GRB detec-
tions from the next generation of instruments, the method
proposed here promises to become one of the most suitable
and reliable tools to constrain the star formation activity in
the young Universe.
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Cosmological models that include suppression of the power spectrum of density fluctuations on 
small scales exhibit an exponential reduction of high-redshift, nonlinear structures, including a 
reduction in the rate of gamma-ray bursts, Mesinger et al. 2005, de Souza et al. 2012 (in prep).

The top panel in Figure 1 shows !c (adopted from BHO) as a
function of M, at the fixed redshift z ¼10. The dotted curve
represents the scale-free critical overdensity !c(z) arising from
spherical collapse. The solid curve corresponds to CDM, the
long-dashed curve to WDM with mx ¼ 2 keV, and the short-
dashed curve to mx ¼ 1 keV. The threshold is found to increase
sharply below the mass scale
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which can be shown (see BHO) to correspond to an analog of
a ‘‘Jeans mass,’’ i.e., the scale of the objects whose collapse is
significantly delayed by the pressure.

Since !c(M ; z) is a function of scale in WDM models, one
cannot obtain WDM mass functions from the standard EPS anal-
ysis, which uses the symmetry in the random walk trajectories
of ! versus M about a fixed threshold (Lacey & Cole 1993).
Instead, we compute themass functions usingMonte Carlo sim-
ulations. We generate random realizations of trajectories !(M ),
as the scale is decreased from M ' 1, and generate the his-
tograms of the scales at which the trajectory first crosses
the !c(M ; z) threshold. Each step in the random walk, "!(M ),
is Gaussian distributed with a variance of "2

step(M ;"M ) ¼
"2(M )" "2(M ""M ). When constructing such a random
walk, one must be careful to use steps small enough such that
as the smoothing scale M is decreased by "M, the likelihood
that the !c(M ; z) threshold is crossed between M and M ""M
is small. The physical reason for this is the so-called cloud-in-
cloud problem: to ensure that we do not step over a collapsed
halo as we decrease the smoothing scale M [i.e., that our !(M )
trajectory has not gone above !c(M ; z) and then dropped below
it again within the range"M ]. We use an adaptive step size, set
so that the barrier !c(M ; z) is at least 7 "step away from !(M ),
with a minimum resolution of"M ¼ M /100. Formally, defin-
ing "7M such that ½!c(M ; z)" !(M ))/"step(M ;"7M ) ¼ 7, our
step size is"M ¼MAX(M /100;"7M ). We find that these pa-
rameters efficiently reproduce the standard EPS mass function
in the CDM case to an accuracy of a few percent.

We also find that a starting mass for the random walk trajec-
tories as small as'1016 M$ is sufficient to obtain accurate mass
functions at z ¼ 0. The starting mass can be decreased as red-
shift increases, since the characteristic mass that is collapsing
gets smaller as redshift increases. A starting mass of'1012 M$
is sufficient at z ¼ 15.

The number of simulated trajectories required to obtain ac-
curate mass functions is a strong function of redshift. This is to
be expected, since virialized structure becomes very rare at high
redshift. We show this effect in Figure 2, where we plot the frac-
tion of the total mass collapsed into halo of mass M or higher,
F(>M ; z), as a function of redshift. The shaded region shows
the collapsed fraction in CDM, with a range of low-mass cut-
offs corresponding to virial temperatures 300 K < Tvir < 104 K
(see discussion in x 3 below). The other curves correspond
to WDM particle masses of mx ¼ 3:0, 2.5, 2.0, 1.5, 1.0, and
0.5 keV (top to bottom) and do not assume any low-mass
threshold (effectively, M ¼ 0). Introducing the same two low-
mass cutoffs as in the CDM case would leave the WDM results
essentially unchanged, since the power is already strongly sup-
pressed in excess of these cutoffs at the high redshifts where
these low-mass halos would dominate the collapse fraction (see

the discussion below or Fig. 7 in BHO). As can be seen, sim-
ulating high-redshift mass functions for small particle masses
can be prohibitively expensive computationally. For example,
we find that accurate mass functions for mx < 1 keV at z > 15
require k109 Monte Carlo runs, as less than one in a million
!(M ) trajectories crosses !c(M ; z).
Figure 3 shows sample cumulative mass functions at red-

shifts z ¼ 10 (top) and z ¼ 15 (bottom). The solid curves cor-
respond to CDM; the dotted curves correspond to WDM
models with mx ¼ 2 and 1 keV (top to bottom). The dashed
curves are mass functions for the same two WDM models but
incorporate only a power-spectrum cutoff, ignoring the effec-
tive pressure of WDM. The WDMmass functions were created
with 109 Monte Carlo runs as explained above. [Note that our
results are slightly different from those of BHO; this is due to
a small correction to BHO’s derivation of Rc and the corre-
sponding "(M ).]
As can be seen from Figure 3, including the pressure term in

the WDM models further suppresses the number of halos rel-
ative to the models that include only the power-spectrum cutoff.
Furthermore, the relative importance of the pressure term in-
creases with increasing redshift. As anticipated, the overall dif-
ferences between the WDM and CDM mass functions increase
toward higher redshift. This is because in the early universe, the
characteristic scale of collapsing and virializing haloswas smaller
and closer to the cutoff scales discussed above. These large
differences aid in discriminating between models with different
power-spectrum cutoff scales.

3. THE EVOLUTION OF THE GRB RATE
WITH REDSHIFT

In this section, we describe a model for the expected evolu-
tion in the rate of all GRBs, as well as the fraction that can be

Fig. 2.—Fraction of the total mass collapsed into halos of massM or greater,
F(>M ; z), as a function of redshift. The shaded region shows the collapsed
fraction in CDM, with a range of low-mass cutoffs corresponding to virial tem-
peratures 300 K < Tvir < 104 K. The other curves correspond toWDMparticle
masses of mx ¼ 3:0, 2.5, 2.0, 1.5, 1.0, and 0.5 keV (top to bottom) and do not
assume any low-mass threshold (effectively, M ¼ 0). The cutoffs used in the
CDM case would leave the WDM results essentially unchanged (see discussion
in text).
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which can be shown (see BHO) to correspond to an analog of
a ‘‘Jeans mass,’’ i.e., the scale of the objects whose collapse is
significantly delayed by the pressure.

Since !c(M ; z) is a function of scale in WDM models, one
cannot obtain WDM mass functions from the standard EPS anal-
ysis, which uses the symmetry in the random walk trajectories
of ! versus M about a fixed threshold (Lacey & Cole 1993).
Instead, we compute themass functions usingMonte Carlo sim-
ulations. We generate random realizations of trajectories !(M ),
as the scale is decreased from M ' 1, and generate the his-
tograms of the scales at which the trajectory first crosses
the !c(M ; z) threshold. Each step in the random walk, "!(M ),
is Gaussian distributed with a variance of "2

step(M ;"M ) ¼
"2(M )" "2(M ""M ). When constructing such a random
walk, one must be careful to use steps small enough such that
as the smoothing scale M is decreased by "M, the likelihood
that the !c(M ; z) threshold is crossed between M and M ""M
is small. The physical reason for this is the so-called cloud-in-
cloud problem: to ensure that we do not step over a collapsed
halo as we decrease the smoothing scale M [i.e., that our !(M )
trajectory has not gone above !c(M ; z) and then dropped below
it again within the range"M ]. We use an adaptive step size, set
so that the barrier !c(M ; z) is at least 7 "step away from !(M ),
with a minimum resolution of"M ¼ M /100. Formally, defin-
ing "7M such that ½!c(M ; z)" !(M ))/"step(M ;"7M ) ¼ 7, our
step size is"M ¼MAX(M /100;"7M ). We find that these pa-
rameters efficiently reproduce the standard EPS mass function
in the CDM case to an accuracy of a few percent.

We also find that a starting mass for the random walk trajec-
tories as small as'1016 M$ is sufficient to obtain accurate mass
functions at z ¼ 0. The starting mass can be decreased as red-
shift increases, since the characteristic mass that is collapsing
gets smaller as redshift increases. A starting mass of'1012 M$
is sufficient at z ¼ 15.

The number of simulated trajectories required to obtain ac-
curate mass functions is a strong function of redshift. This is to
be expected, since virialized structure becomes very rare at high
redshift. We show this effect in Figure 2, where we plot the frac-
tion of the total mass collapsed into halo of mass M or higher,
F(>M ; z), as a function of redshift. The shaded region shows
the collapsed fraction in CDM, with a range of low-mass cut-
offs corresponding to virial temperatures 300 K < Tvir < 104 K
(see discussion in x 3 below). The other curves correspond
to WDM particle masses of mx ¼ 3:0, 2.5, 2.0, 1.5, 1.0, and
0.5 keV (top to bottom) and do not assume any low-mass
threshold (effectively, M ¼ 0). Introducing the same two low-
mass cutoffs as in the CDM case would leave the WDM results
essentially unchanged, since the power is already strongly sup-
pressed in excess of these cutoffs at the high redshifts where
these low-mass halos would dominate the collapse fraction (see

the discussion below or Fig. 7 in BHO). As can be seen, sim-
ulating high-redshift mass functions for small particle masses
can be prohibitively expensive computationally. For example,
we find that accurate mass functions for mx < 1 keV at z > 15
require k109 Monte Carlo runs, as less than one in a million
!(M ) trajectories crosses !c(M ; z).
Figure 3 shows sample cumulative mass functions at red-

shifts z ¼ 10 (top) and z ¼ 15 (bottom). The solid curves cor-
respond to CDM; the dotted curves correspond to WDM
models with mx ¼ 2 and 1 keV (top to bottom). The dashed
curves are mass functions for the same two WDM models but
incorporate only a power-spectrum cutoff, ignoring the effec-
tive pressure of WDM. The WDMmass functions were created
with 109 Monte Carlo runs as explained above. [Note that our
results are slightly different from those of BHO; this is due to
a small correction to BHO’s derivation of Rc and the corre-
sponding "(M ).]
As can be seen from Figure 3, including the pressure term in

the WDM models further suppresses the number of halos rel-
ative to the models that include only the power-spectrum cutoff.
Furthermore, the relative importance of the pressure term in-
creases with increasing redshift. As anticipated, the overall dif-
ferences between the WDM and CDM mass functions increase
toward higher redshift. This is because in the early universe, the
characteristic scale of collapsing and virializing haloswas smaller
and closer to the cutoff scales discussed above. These large
differences aid in discriminating between models with different
power-spectrum cutoff scales.

3. THE EVOLUTION OF THE GRB RATE
WITH REDSHIFT

In this section, we describe a model for the expected evolu-
tion in the rate of all GRBs, as well as the fraction that can be

Fig. 2.—Fraction of the total mass collapsed into halos of massM or greater,
F(>M ; z), as a function of redshift. The shaded region shows the collapsed
fraction in CDM, with a range of low-mass cutoffs corresponding to virial tem-
peratures 300 K < Tvir < 104 K. The other curves correspond toWDMparticle
masses of mx ¼ 3:0, 2.5, 2.0, 1.5, 1.0, and 0.5 keV (top to bottom) and do not
assume any low-mass threshold (effectively, M ¼ 0). The cutoffs used in the
CDM case would leave the WDM results essentially unchanged (see discussion
in text).
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related to the number of GRBs per unit star formation rate as
Ψ(z) = Ψ0ψ(z). The constant Ψ0 then encodes the number of
GRBs formed per unit mass of stars. The value of Ψ0 cannot
be determined independently of the unknown K in Equation
1, but the time or redshift when Ψ0 is defined does matter
for a model where ψ(z) is calculated directly (see §4 below)
rather than averaged over some redshift interval (c.f., Equa-
tion 2). In such a case, we take Ψ0 to be defined relative to
when ψ(z) = 1.

2.1. GRB Catalog
To evaluate the possibility of redshift-dependence in the

GRB to star formation rate density Ψ(z) through Equation
1, we require an observational sample to construct the cu-
mulative redshift distribution calculated by Equation 2. The
primary requirements are a well-understood completeness
in the redshift determinations above some GRB isotropic-
equivalent luminosity. The distribution N(< z|zmax) can be
determined from catalogs of GRBs monitored with gamma-
ray satellites (e.g., Swift; Gehrels et al. 2004) and followed
up from the ground (e.g., Fynbo et al. 2009). For our base
catalog of GRBs, we take the union of the samples pre-
sented in Butler et al. (2007), Perley et al. (2009), Butler et al.
(2010), Sakamoto et al. (2011), Greiner et al. (2011), and
Krühler et al. (2011). We include only GRBs occurring before
the end of the Second Swift BAT GRB Catalog and prefer the
most recent redshifts for GRBs where the samples disagree.
This union provides a sample of 164 GRBs with known red-
shifts and redshift upper limits, but two GRBs (071112C and
060505) have incomplete fluence or burst duration measures
and are discarded. The remaining 162 long duration GRBs
with redshifts or redshift limits serve as our base GRB cata-
log.
To account for the incompleteness owing to the flux limit of

the Swift survey, we follow Kistler et al. (2009) and construct
a subsample of with isotropic-equivalent luminosities Liso >
1051 ergs s!1. The luminosity is computed as

Liso ≡
Eiso

t90/(1+ z)
(3)

where Eiso is the isotropic-equivalent energy, t90 is the burst
duration containing from 5% to 95% of the total fluence, and
the factor of (1 + z) accounts for cosmological time dilation
(e.g., Kistler et al. 2009). For isotropic-equivalent energies,
129 GRB Eiso values are taken from Butler et al. (2007, 2010)
and 4 recent values (060908, 090926B, 091018, and 091029)
from Sakamoto et al. (2011). Additionally, the isotropic en-
ergy values for 21 further GRBs are computed from the flu-
ences reported by Butler et al. (2007, 2010). The isotropic
energies from the 8 remaining GRBs (060512, 090814A,
090904B, 090927, 091020, 091024, 091127, and 091208B)
are calculated from the 15-150 keV fluences reported by
Sakamoto et al. (2011), but are possibly lower limits given the
typical energy range of 1 ! 10000keV for defining isotropic-
equivalent quantities (e.g., Amati et al. 2002). The burst du-
rations t90 are taken from Table 1 of Sakamoto et al. (2011),
except for GRBs 050820A, 060218, and 090529A taken from
(Butler et al. 2007, 2010). For our catalog of 162 GRBs
with redshifts and redshift limits, this culling provides 112
GRBs with isotropic-equivalent luminosities Liso > 1051 ergs
s!1 for our analysis. The redshifts and limits, isotropic
equivalent energies and luminosities, and burst durations
of the full sample of 162 GRBs compiled from the union

of the Butler et al. (2007), Perley et al. (2009), Butler et al.
(2010), Sakamoto et al. (2011), Greiner et al. (2011) and
Krühler et al. (2011) catalogs are provided for convenience in
Table 1 in the Appendix.
Since we will use the cumulative redshift distribution N(<

z) of this sample as the basis for our analysis, it is important
to consider its uncertainties. While the Swift catalogs provide
a valuable compilation of gamma-ray detections, the redshift
determinations are clearly influenced by their optical observ-
ability. The phenomenon of so-called "dark" GRBs with sup-
pressed optical counterparts could influence whether the ob-
served N(< z) is representative of that for all long-duration
GRBs. Perley et al. (2009) have considered this important
issue by attempting to constrain the redshift distribution of
dark GRBs through deep searches that successfully located
faint optical and near-infrared counterparts. The Perley et al.
(2009) work provides us with 2 redshifts and 9 redshift up-
per limits for a subsample of dark GRBs in our catalog.
Greiner et al. (2011) and Krühler et al. (2011) have pursued
this effort in parallel, and have provided 3 additional red-
shifts and 1 redshift upper limit for dark GRBs in our catalog.
We assume the subsamples of dark GRBs with redshift upper
limits presented by Perley et al. (2009), Greiner et al. (2011),
and Krühler et al. (2011) are representative of that class, and
therefore optionally incorporate those limits to characterize
the effects of possible incompleteness of the Swift sample with
firm redshift determinations. We also note that while the lumi-
nosity limit for our sample was chosen to match Kistler et al.
(2009), at redshifts above z > 4 the Swift sample is incom-
plete for this limit. However, fully accounting for this incom-
pleteness would only increase the relative number of GRBs at
high-redshifts. As our following results show, our sample’s
luminosity limit is therefore conservative.

3. COMPARING GRB RATES TO THE COSMIC STAR FORMATION
HISTORY

As we have yet to develop physical intuition into the con-
nection between the rate of GRBs and ρ̇#(z), we will begin
by an empirical comparison of the cumulative GRB redshift
distribution N(< z|zmax) constructed as described in §2.1 with
the cumulative redshift distribution that would be expected
given the observed star formation rate density ρ̇#(z) from rest-
frame UV-selected sample and various forms for the redshift-
dependent ratio Ψ(z).
For ρ̇#(z) we use the results from Hopkins & Beacom

(2006) who gathered and standardized measures of the
star formation rate density from the Hopkins (2004)
compilation and observations by Wolf et al. (2003),
Bouwens et al. (2003a,b), Bunker et al. (2004), Ouchi et al.
(2004), Arnouts et al. (2005), Le Floc’h et al. (2005),
Pérez-González et al. (2005), Schiminovich et al. (2005),
Bouwens & Illingworth (2006), Hanish et al. (2006), and
Thompson et al. (2006). Hopkins & Beacom (2006) provide
a piecewise-linear “Modified Salpeter A IMF” model in their
Table 2 that provides a good statistical fit to the available
star formation density data. We limit our use of their fit
to z < 4 where the data is optimal. We note that ρ̇#(z) is
relatively flat [ρ̇#(z) ∝ (1 + z)!0.26] in the interval 1 < z < 4
where most of the GRBs with Liso > 1051 ergs s!1 occur.
This scaling means the use of Equation 2 is particularly
accurate as the factor of ∼ 2 in the normalization of ρ̇#(z)
allowed by the 3 ! σ uncertainty in the Hopkins & Beacom
(2006) fit is circumvented (see also §4 below). We note
that using the Hopkins & Beacom (2006) results for the

Liso > 1051 ergs/s
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No observation so far
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Figure 1. Distribution of 〈fkep〉 for all halos found by SubFind
algorithm as a function of redshift. For a good statistics, we only
use halos with more than 100 particles.

profile of the distribution remains similar at different times,
however the average value slightly increases for lower z’s.
The trend is better visualized in figure 2, where we show the
evolution of the average over all haloes halos as a function
of z. We also look for correlations between 〈fkep〉, halo mass
and spin, but we didn’t find any significant results, so we
skipped to show such analysis here.

In figures 3 and 4, we show the derived IMF for different
redshifts for the two cases discussed in section 2. The cut-
off in mass will be highly dependent of the feedback model,
however in both cases we have a clear preference for a peaked
IMF at low-end for lower redshifts, more similar to Salpeter
one.

5 CONCLUSIONS

During this work by using the outputs of N-
body/hydrodynamical simulations combined with semi-
analytical prescriptions, we make an estimative of overall
Pop III IMF for different redshifts. The knowledge of
IMF is crucial to construct a complete picture of star
formation history and galaxy evolution. To understand the
primordial IMF is crucial for a complete picture of galaxy
formation and evolution as well as to calibrate the expected
rate for primordial GRBs and supernovae. It’s important
to highlight that the results present here are somehow
heuristic in the sense we are not resolving the accretion disk
self-consistently. On the order hand we are able to explore
the statistical behavior over thousands of haloes, that
couldn’t be reached by very high resolution simulations. If
the Pop III IMF is top heavy or not is still in debate, (see,
e.g., Hosokawa et al. 2011), however a strong prediction
of our model is that we should expect an evolution of the
peaked mass at the IMF, with a preference for low mass
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Figure 2. Mean value of 〈fkep〉 as a function of redshift.
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Figure 3. Pop III IMF as a function of redshifts assuming the H
II region polar breakout model (McKee & Tan 2008).

peak at lower redshifts. Which could in principle print a
signature in the distribution of high-z GRBs or in the size
distribution of H II bubbles that could probe some IMF
evolution.
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Fig. 2. Pop III.1 star formation rate. Calculated for for
weak and strong chemical feedback models and a moder-
ate star formation efficiency with f∗ = 0.05. The results
are shown for vwind = 50 km/s , red line; and 100 km/s,
blue line. We also show the theoretical SFRs in the liter-
ature, from Bromm & Loeb 2006 (Pop III.1+III.2), dot-
ted black line; Trenti & Stiavelli 2009 (Pop III.2), dashed
orange line; and Tornatore et al. 2007 (Pop III.1+III.2),
dot-dashed brown line. The purple line is our optimistic
model where we assume a very high star formation effi-
ciency, f∗ ∼ 0.1, and low chemical enrichment, vwind = 50
km/s.

element transport by outflows, Pop III star formation
continues to form down to z = 2.5 (which intriguingly
matches our model with vwind = 50 km/s in Fig. 3).
The SFR of Tornatore et al. (2007) has a peak value of
10−5M#yr−1Mpc−3 at z ≈ 6.

In Fig. 4 we also show the result of our model with
f∗ = 0.1 − 0.01 and vwind = 50 km/s for both Pop III.1
and Pop III.2, respectively. This model provides an “opti-
mistic” estimate for the detectable GRB rate for the future
missions (see Sect. 3).

2.5. Luminosity function

The number of GRBs detectable by any given instrument
depends on the instrument-specific flux sensitivity thresh-
old and also on the intrinsic isotropic luminosity function
of GRBs. For the latter, we adopt the power-law distribu-
tion function of Wanderman & Piran (2010)

p(L) =











(

L
L∗

)−0.2+0.2
−0.1

L < L∗,
(

L
L∗

)−1.4+0.3
−0.6

L > L∗.
, (21)

where L∗ is the characteristic isotropic luminosity. We set
L∗ ∼ 1053ergs/s for Pop III.1, whereas L∗ ∼ 1052ergs/s
for Pop III.2 stars are similar to ordinary GRBs (Li
2008; Wanderman & Piran 2010). The Pop III.1 GRBs
are assumed to be energetic with isotropic kinetic energy
Eiso ∼ 1056−57erg but long-lived T90 ∼ 1000 s, so that the
luminosity would be moderate L∗ ∼ εγ × 1056−57/1000 ∼
1052−53 ergs/s if εγ ∼ 0.1 is the conversion efficiency from
the jet kinetic energy to gamma rays (Suwa & Ioka 2011).
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Fig. 3. Pop III.2 star formation rate. Calculated for three
different chemical feedback models; vwind = 50 km/s, red
line; vwind = 75 km/s, blue line; and vwind = 100 km/s,
green line. We also show the theoretical SFRs in the liter-
ature, from Bromm & Loeb 2006 (Pop III.1+III.2), dot-
ted black line; Trenti & Stiavelli 2009 (Pop III.2), dashed
orange line; and Tornatore et al. 2007 (Pop III.1+III.2),
dot-dashed brown line. The purple line is our optimistic
model where we assume a very high star formation effi-
ciency, f∗ ∼ 0.01, and low chemical enrichment, vwind =
50 km/s. The light points are independent SFR determi-
nations compiled from the literature.
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Fig. 4. Comparison of the star formation rates for Pop
III.1 (blue dotted line) and for PopIII.2 (dashed black
line), for our optimistic model with a high star forma-
tion efficiency f∗ = 0.1 for Pop III.1, f∗ = 0.01 for Pop
III.2 and slow chemical enrichment vwind = 50km/s.

Using the above relation we can predict the observ-
able GRB rate for the Swift, SVOM, JANUS, and EXIST
missions. For Swift, we set a bolometric energy flux limit
Flim = 1.2 × 10−8erg cm−2 s−1 (Li 2008). We adopt a
similar limit for SVOM (Paul et al. 2011). For JANUS,
Flim ∼ 10−8erg cm−2 s−1 (Falcone et al. 2009). The lumi-
nosity threshold is then

Llim = 4π d2L Flim. (22)

Here dL is the luminosity distance for the adopted ΛCDM
cosmology. EXIST is expected to be ∼ 7− 10 times more
sensitive than Swift (Grindlay 2010). We set the EXIST
sensitivity threshold to ten times lower than Swift as an

N - b o d y / h y d r o d y n a m i c a l 
simulations

de Souza, Yoshida & Ioka  2011
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Figure 1. Distribution of 〈fkep〉 for all halos found by SubFind
algorithm as a function of redshift. For a good statistics, we only
use halos with more than 100 particles.

profile of the distribution remains similar at different times,
however the average value slightly increases for lower z’s.
The trend is better visualized in figure 2, where we show the
evolution of the average over all haloes halos as a function
of z. We also look for correlations between 〈fkep〉, halo mass
and spin, but we didn’t find any significant results, so we
skipped to show such analysis here.

In figures 3 and 4, we show the derived IMF for different
redshifts for the two cases discussed in section 2. The cut-
off in mass will be highly dependent of the feedback model,
however in both cases we have a clear preference for a peaked
IMF at low-end for lower redshifts, more similar to Salpeter
one.

5 CONCLUSIONS

During this work by using the outputs of N-
body/hydrodynamical simulations combined with semi-
analytical prescriptions, we make an estimative of overall
Pop III IMF for different redshifts. The knowledge of
IMF is crucial to construct a complete picture of star
formation history and galaxy evolution. To understand the
primordial IMF is crucial for a complete picture of galaxy
formation and evolution as well as to calibrate the expected
rate for primordial GRBs and supernovae. It’s important
to highlight that the results present here are somehow
heuristic in the sense we are not resolving the accretion disk
self-consistently. On the order hand we are able to explore
the statistical behavior over thousands of haloes, that
couldn’t be reached by very high resolution simulations. If
the Pop III IMF is top heavy or not is still in debate, (see,
e.g., Hosokawa et al. 2011), however a strong prediction
of our model is that we should expect an evolution of the
peaked mass at the IMF, with a preference for low mass
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Figure 2. Mean value of 〈fkep〉 as a function of redshift.
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Figure 3. Pop III IMF as a function of redshifts assuming the H
II region polar breakout model (McKee & Tan 2008).

peak at lower redshifts. Which could in principle print a
signature in the distribution of high-z GRBs or in the size
distribution of H II bubbles that could probe some IMF
evolution.
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Fig. 2. Pop III.1 star formation rate. Calculated for for
weak and strong chemical feedback models and a moder-
ate star formation efficiency with f∗ = 0.05. The results
are shown for vwind = 50 km/s , red line; and 100 km/s,
blue line. We also show the theoretical SFRs in the liter-
ature, from Bromm & Loeb 2006 (Pop III.1+III.2), dot-
ted black line; Trenti & Stiavelli 2009 (Pop III.2), dashed
orange line; and Tornatore et al. 2007 (Pop III.1+III.2),
dot-dashed brown line. The purple line is our optimistic
model where we assume a very high star formation effi-
ciency, f∗ ∼ 0.1, and low chemical enrichment, vwind = 50
km/s.

element transport by outflows, Pop III star formation
continues to form down to z = 2.5 (which intriguingly
matches our model with vwind = 50 km/s in Fig. 3).
The SFR of Tornatore et al. (2007) has a peak value of
10−5M#yr−1Mpc−3 at z ≈ 6.

In Fig. 4 we also show the result of our model with
f∗ = 0.1 − 0.01 and vwind = 50 km/s for both Pop III.1
and Pop III.2, respectively. This model provides an “opti-
mistic” estimate for the detectable GRB rate for the future
missions (see Sect. 3).

2.5. Luminosity function

The number of GRBs detectable by any given instrument
depends on the instrument-specific flux sensitivity thresh-
old and also on the intrinsic isotropic luminosity function
of GRBs. For the latter, we adopt the power-law distribu-
tion function of Wanderman & Piran (2010)

p(L) =











(

L
L∗

)−0.2+0.2
−0.1

L < L∗,
(

L
L∗

)−1.4+0.3
−0.6

L > L∗.
, (21)

where L∗ is the characteristic isotropic luminosity. We set
L∗ ∼ 1053ergs/s for Pop III.1, whereas L∗ ∼ 1052ergs/s
for Pop III.2 stars are similar to ordinary GRBs (Li
2008; Wanderman & Piran 2010). The Pop III.1 GRBs
are assumed to be energetic with isotropic kinetic energy
Eiso ∼ 1056−57erg but long-lived T90 ∼ 1000 s, so that the
luminosity would be moderate L∗ ∼ εγ × 1056−57/1000 ∼
1052−53 ergs/s if εγ ∼ 0.1 is the conversion efficiency from
the jet kinetic energy to gamma rays (Suwa & Ioka 2011).
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Fig. 3. Pop III.2 star formation rate. Calculated for three
different chemical feedback models; vwind = 50 km/s, red
line; vwind = 75 km/s, blue line; and vwind = 100 km/s,
green line. We also show the theoretical SFRs in the liter-
ature, from Bromm & Loeb 2006 (Pop III.1+III.2), dot-
ted black line; Trenti & Stiavelli 2009 (Pop III.2), dashed
orange line; and Tornatore et al. 2007 (Pop III.1+III.2),
dot-dashed brown line. The purple line is our optimistic
model where we assume a very high star formation effi-
ciency, f∗ ∼ 0.01, and low chemical enrichment, vwind =
50 km/s. The light points are independent SFR determi-
nations compiled from the literature.
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Fig. 4. Comparison of the star formation rates for Pop
III.1 (blue dotted line) and for PopIII.2 (dashed black
line), for our optimistic model with a high star forma-
tion efficiency f∗ = 0.1 for Pop III.1, f∗ = 0.01 for Pop
III.2 and slow chemical enrichment vwind = 50km/s.

Using the above relation we can predict the observ-
able GRB rate for the Swift, SVOM, JANUS, and EXIST
missions. For Swift, we set a bolometric energy flux limit
Flim = 1.2 × 10−8erg cm−2 s−1 (Li 2008). We adopt a
similar limit for SVOM (Paul et al. 2011). For JANUS,
Flim ∼ 10−8erg cm−2 s−1 (Falcone et al. 2009). The lumi-
nosity threshold is then

Llim = 4π d2L Flim. (22)

Here dL is the luminosity distance for the adopted ΛCDM
cosmology. EXIST is expected to be ∼ 7− 10 times more
sensitive than Swift (Grindlay 2010). We set the EXIST
sensitivity threshold to ten times lower than Swift as an
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understood and can be redshift dependent (e.g., Yüksel et al.
2008; Kistler et al. 2009; Robertson & Ellis 2012). Several
studies connect the origin of long GRBs with the metallicity
of their progenitors (e.g., Mészáros 2006; Woosley & Bloom
2006; Salvaterra & Chincarini 2007; Salvaterra et al. 2009;
Campisi et al. 2011), since host galaxies of long duration
GRBs are often observed to be metal poor. Consequently
the GRB-SFR connection could be dependent of the cos-
mic metallicity evolution. However, such connection is not
completely understood yet, since there is also evidence of
regions within GRB host galaxies known to posses higher
metallicities (Levesque et al. 2010).

Despite such uncertainties, because Pop III stars as well
as their environment are metal poor, we expect the connec-
tion between SFR and GRBs to be less affected by this ef-
fect. In other words, Pop III stars are more likely to produce
GRBs than ordinary stars. It’s important to keep in mind
that any prediction will be convolved with systematic effects
that we are not taking into account (Ishida et al. 2011).

Over a particular time interval, ∆tobs, in the observer
rest frame, the number of GRBs originating between red-
shifts z and z + dz is

dNGRB

dz
= ηGRBΨ∗(z)

∆tobs

1 + z
dV
dz

, (1)

where ηGRB is the GRB formation efficiency, Ψ∗ is the SFR
and dV/dz is the comoving volume element per redshift unit.

2.1 Star Formation History

To estimate the SFR at early epochs, we assume that stars
are formed in collapsed dark matter halos (for more de-
tails, please see de Souza et al. 2011). The number of col-
lapsed objects is given by the halo mass function (Hernquist
& Springel 2003; Greif & Bromm 2006; Trenti & Stiavelli
2009). The SFR can be related to the fraction of gas in halos
which converts to stars, by using the Sheth-Tormen function
fST, (Sheth & Tormen 1999) and a parameters that repre-
sent the star formation efficiency, f∗ ∼ 0.01 − 0.05.

ΨIII.1
∗ (z) = f∗

Ωb

Ωm

dFcol

dt
. (2)

Here Fcol is the fraction of collapsed objects. To esti-
mate the fraction of mass inside each halo able to collapse
and form stars we use closely follow de Souza et al. (2011)
that includes all important feedback mechanisms briefly de-
scribed bellow.

(i) H2 Photodissociation
Hydrogen molecules (H2) are the primary coolant in the

gas within small mass “minihalos”. H2 are also fragile to
ultra-violet radiation in the Lyman-Werner (LW) bands and
can easily be suppressed by it. We model the dissociation
effect by setting the minimum mass for halos that are able
to host Pop III stars (Yoshida et al. 2003).

(ii) Reionization
Inside growing Hii regions, the gas is highly ionized and

the temperature is ∼ 104 K. The volume filling factor of
ionized regions, QHII(z), determines when the formation of
Pop III.1 stars is terminated and switches to Pop III.2. To
calculate QHII(z), we closely follow Wyithe & Loeb (2003)
as in de Souza et al. (2011).
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Figure 1. Top: Optimistic model for Pop III.2 star formation
rate. The light points are independent SFR determinations com-
piled from the literature.

Bottom: The intrinsic GRB rate dNGRB/dz. In other words, the
number of GRBs per year on the sky (on-axis + off-axis) accord-
ing to Eq. (1).

(iii) Metal Enrichment
The metal-enrichment in the inter-galactic medium (IGM)

determines when the formation of primordial stars is termi-
nated (locally) and switches from the Pop III mode to a more
conventional mode of star formation. We follow the metal-
enriched wind propagation outward from a central galaxy
and estimate the ratio of gas mass enriched by the wind to
the total gas mass in each halo and then we evaluate the av-
erage metallicity over cosmic scales as a function of redshift.
We effectively assume that the so-called critical metallic-
ity is very low (Schneider et al. 2002, 2003; Bromm & Loeb
2003; Omukai et al. 2005; Frebel et al. 2007; Belczynski et al.
2010). Therefore, Pop III stars are not formed in a metal-
enriched region, regardless of the actual metallicity.

Rollinde et al. (2009) investigated the role of Pop III
stars in the cosmic metallicity evolution, in particular the lo-
cal metallicity function of Galactic halo. They show that Pop
III SFR should not be larger than 3 × 10−3M#yr−1Mpc−3

at any redshift. At lower redshift, the most stringent con-
straint comes from a non-observation of Lyα-HeII dual emit-
ters (Nagao et al. 2008), which gives an upper limit for the
Pop III SFR of 5 × 10−6M#yr−1Mpc−3 at z ∼ 4 − 4.5.

The top panel of Fig. 1 shows the upper limit for
Pop III SFR adopted here. The Pop III SFR is compared
with a compilation of independent measures from Hopkins
& Beacom (2006) up to z ≈ 6 and from observations of
color-selected Lyman Break Galaxies (Mannucci et al. 2007;
Bouwens et al. 2008, 2011), Lyα Emitters (Ota et al. 2008),
UV+IR measurements (Reddy et al. 2008), and GRB obser-
vations (Chary et al. 2007; Yüksel et al. 2008; Wang & Dai
2009) at higher z (in the figure, these will be refereed to as
H2006, M2007, B2008, B2011, O2008, R2008, C2007, Y2008
and W2009, respectively).
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2.2 Initial Mass Function and GRB Formation

Efficiency

The stellar initial mass function (IMF) is critically impor-
tant to determine the Pop III GRB rate. The IMF deter-
mines the fraction of stars with minimum mass that is able
to trigger GRBs, ∼ 25M! (Bromm & Loeb 2006).

The GRB formation efficiency factor per stellar mass
can be written as

ηGRB = Σ(z)fGRB

Z Mup

MGRB

φ(m)dm/

Z Mup

Mlow

mφ(m)dm, (3)

where φ(m) is the stellar IMF for which we considered a
a Gaussian IMF (Scannapieco et al. 2003; Nakamura &
Umemura 2001):

φ(m)m−1 dm =
1

√
2πσc

e−(m−M̄)2/2σ2
c dm. (4)

The fGRB factor gives the fraction of stars in this range of
mass that will produce GRBs and Σ(z) accounts for metal-
licity dependence of GRB production. For the latter, we as-
sume M̄ = 40M! and dispersion σc = (M̄−Mlow)/3. Mlow is
the minimum mass adopted for Pop III stars, 10M!, whereas
Mup is the maximum mass, 100M!. MGRB is the minimum
mass that is able to trigger GRBs, which we set to be 25M!

(Bromm & Loeb 2006). Izzard et al. (2004) argue that GRB
formation efficiency could increase by a factor of 5-7 for low-
metallicity stars (∼ 10−2Z!). If most of the first stars are
rotating rapidly as suggested by Stacy et al. (2011), we can
expect that a significant fraction of the first stars can pro-
duce GRBs. However the non observance of Pop III GRBs
among whole Swift data with redshift measurements should
set an upper limits of this value. However it’s also impor-
tant to note the most of high-z GRBs might be dark due the
dust extinction (Greiner et al. 2011). To be conservative, we
adopted here fGRB = 0.001, but given the uncertainty in
the parameter for free metal stars, we should keep in mind
that fGRB could be 10 − 100× higher.

2.3 Metallicity dependence

Several authors have suggested that progenitors of long du-
ration GRBs have preference for low-metallicity environ-
ments (Langer & Norman 2006; Woosley & Bloom 2006).
Such an effect would be a consequence of the mass and angu-
lar momentum loss caused by winds in high-metallicity stars.
This would prevent such stars of becoming GRBs and con-
sequently, change their expected redshift distribution (e.g.,
Salvaterra & Chincarini 2007; Yüksel et al. 2008; Kistler
et al. 2009). However, a standard model for the metallicity
connection are still unclear (see e.g., Modjaz 2011; Robert-
son & Ellis 2012).

To include the metallicity dependence we adopted the
best fit from Robertson & Ellis (2012) who found that star
formation occurring in galaxies with metallicities below 12+
log [O/H ] ≈ 8.7 (Modjaz 2011) tracks the tracks the GRB
rate very well.

Σ(z) = 0.5454 + (1 − 0.5454) × [erf(0.324675z)]1.45 . (5)
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Figure 2. Predicted Pop III observed GRB rate. Those observed
by Swift, dashed red line; SVOM, dot-dashed black line; JANUS,
dotted blue line; and EXIST, green line; for our model with Gaus-
sian IMF, f∗ = 0.03, fGRB = 0.001.

2.4 Luminosity function

The number of GRBs detectable by any given instrument
depends on the instrument-specific flux sensitivity threshold
and also on the intrinsic isotropic luminosity function of
GRBs. For the latter, we adopt the power-law distribution
function of Wanderman & Piran (2010)

p(L) =

8

>

<

>

:

“

L
L∗

”−0.2+0.2
−0.1

L < L∗,
“

L
L∗

”−1.4+0.3
−0.6

L > L∗.
, (6)

where L∗ is the characteristic isotropic luminosity. We set
L∗ ∼ 1052ergs/s. The Pop III GRBs are assumed to be
energetic with isotropic kinetic energy Eiso ∼ 1056−57erg
but long-lived T90 ∼ 1000 s, so that the luminosity would
be moderate L∗ ∼ εγ × 1056−57/1000 ∼ 1052−53 ergs/s if
εγ ∼ 0.1 is the conversion efficiency from the jet kinetic
energy to gamma rays (Suwa & Ioka 2011).

Using the above relation we can predict the observ-
able GRB rate for the Swift, SVOM, JANUS, and EX-
IST missions. For Swift, we set a bolometric energy flux
limit Flim = 1.2 × 10−8erg cm−2 s−1 (Li 2008). We adopt
a similar limit for SVOM (Paul et al. 2011). For JANUS,
Flim ∼ 10−8erg cm−2 s−1 (Falcone et al. 2009). The lumi-
nosity threshold is then

Llim = 4π d2
L Flim. (7)

Here dL is the luminosity distance for the adopted ΛCDM
cosmology. EXIST is expected to be ∼ 7 − 10 times more
sensitive than Swift (Grindlay 2010). We set the EXIST sen-
sitivity threshold to ten times lower than Swift as an approx-
imate estimate. For simplicity, we assume that the spectral
energy distribution (SED) peaks at X-to-γ ray energy (de-
tector bandwidth) as an optimistic case. The rate would be
less if the SED is very different from Pop II/I GRBs.

3 TYPING POP III GRBS AND

OBSERVATIONAL STRATEGIES

Follow-up observations of high-redshift GRBs can be done
by observing their afterglows, especially in radio band (Ioka
& Mészáros 2005; Inoue et al. 2007). A possible way to search

c© 2010 RAS, MNRAS 000, 1–5

< 10-20 GRBs yr-1

A fraction of the bursts at high-z will be dark 
due IGM absorption.

A couple of unknown quantit ies : Cosmic 
Metallicity  Evolution, star formation efficiency, 
IMF, ...
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2.2 Initial Mass Function and GRB Formation

Efficiency

The stellar initial mass function (IMF) is critically impor-
tant to determine the Pop III GRB rate. The IMF deter-
mines the fraction of stars with minimum mass that is able
to trigger GRBs, ∼ 25M! (Bromm & Loeb 2006).

The GRB formation efficiency factor per stellar mass
can be written as

ηGRB = Σ(z)fGRB

Z Mup

MGRB

φ(m)dm/

Z Mup

Mlow

mφ(m)dm, (3)

where φ(m) is the stellar IMF for which we considered a
a Gaussian IMF (Scannapieco et al. 2003; Nakamura &
Umemura 2001):

φ(m)m−1 dm =
1

√
2πσc

e−(m−M̄)2/2σ2
c dm. (4)

The fGRB factor gives the fraction of stars in this range of
mass that will produce GRBs and Σ(z) accounts for metal-
licity dependence of GRB production. For the latter, we as-
sume M̄ = 40M! and dispersion σc = (M̄−Mlow)/3. Mlow is
the minimum mass adopted for Pop III stars, 10M!, whereas
Mup is the maximum mass, 100M!. MGRB is the minimum
mass that is able to trigger GRBs, which we set to be 25M!

(Bromm & Loeb 2006). Izzard et al. (2004) argue that GRB
formation efficiency could increase by a factor of 5-7 for low-
metallicity stars (∼ 10−2Z!). If most of the first stars are
rotating rapidly as suggested by Stacy et al. (2011), we can
expect that a significant fraction of the first stars can pro-
duce GRBs. However the non observance of Pop III GRBs
among whole Swift data with redshift measurements should
set an upper limits of this value. However it’s also impor-
tant to note the most of high-z GRBs might be dark due the
dust extinction (Greiner et al. 2011). To be conservative, we
adopted here fGRB = 0.001, but given the uncertainty in
the parameter for free metal stars, we should keep in mind
that fGRB could be 10 − 100× higher.

2.3 Metallicity dependence

Several authors have suggested that progenitors of long du-
ration GRBs have preference for low-metallicity environ-
ments (Langer & Norman 2006; Woosley & Bloom 2006).
Such an effect would be a consequence of the mass and angu-
lar momentum loss caused by winds in high-metallicity stars.
This would prevent such stars of becoming GRBs and con-
sequently, change their expected redshift distribution (e.g.,
Salvaterra & Chincarini 2007; Yüksel et al. 2008; Kistler
et al. 2009). However, a standard model for the metallicity
connection are still unclear (see e.g., Modjaz 2011; Robert-
son & Ellis 2012).

To include the metallicity dependence we adopted the
best fit from Robertson & Ellis (2012) who found that star
formation occurring in galaxies with metallicities below 12+
log [O/H ] ≈ 8.7 (Modjaz 2011) tracks the tracks the GRB
rate very well.

Σ(z) = 0.5454 + (1 − 0.5454) × [erf(0.324675z)]1.45 . (5)
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Figure 2. Predicted Pop III observed GRB rate. Those observed
by Swift, dashed red line; SVOM, dot-dashed black line; JANUS,
dotted blue line; and EXIST, green line; for our model with Gaus-
sian IMF, f∗ = 0.03, fGRB = 0.001.

2.4 Luminosity function

The number of GRBs detectable by any given instrument
depends on the instrument-specific flux sensitivity threshold
and also on the intrinsic isotropic luminosity function of
GRBs. For the latter, we adopt the power-law distribution
function of Wanderman & Piran (2010)

p(L) =

8

>

<

>

:

“

L
L∗

”−0.2+0.2
−0.1

L < L∗,
“

L
L∗

”−1.4+0.3
−0.6

L > L∗.
, (6)

where L∗ is the characteristic isotropic luminosity. We set
L∗ ∼ 1052ergs/s. The Pop III GRBs are assumed to be
energetic with isotropic kinetic energy Eiso ∼ 1056−57erg
but long-lived T90 ∼ 1000 s, so that the luminosity would
be moderate L∗ ∼ εγ × 1056−57/1000 ∼ 1052−53 ergs/s if
εγ ∼ 0.1 is the conversion efficiency from the jet kinetic
energy to gamma rays (Suwa & Ioka 2011).

Using the above relation we can predict the observ-
able GRB rate for the Swift, SVOM, JANUS, and EX-
IST missions. For Swift, we set a bolometric energy flux
limit Flim = 1.2 × 10−8erg cm−2 s−1 (Li 2008). We adopt
a similar limit for SVOM (Paul et al. 2011). For JANUS,
Flim ∼ 10−8erg cm−2 s−1 (Falcone et al. 2009). The lumi-
nosity threshold is then

Llim = 4π d2
L Flim. (7)

Here dL is the luminosity distance for the adopted ΛCDM
cosmology. EXIST is expected to be ∼ 7 − 10 times more
sensitive than Swift (Grindlay 2010). We set the EXIST sen-
sitivity threshold to ten times lower than Swift as an approx-
imate estimate. For simplicity, we assume that the spectral
energy distribution (SED) peaks at X-to-γ ray energy (de-
tector bandwidth) as an optimistic case. The rate would be
less if the SED is very different from Pop II/I GRBs.

3 TYPING POP III GRBS AND

OBSERVATIONAL STRATEGIES

Follow-up observations of high-redshift GRBs can be done
by observing their afterglows, especially in radio band (Ioka
& Mészáros 2005; Inoue et al. 2007). A possible way to search
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BH (see review by Piran 2005). The popular collapsar model
assumes that an accretion torus is temporarily formed around
the black hole and that the gravitational energy released during
the accretion is able to power a strong explosion (e.g., Woosley
1993; Lee &Ramirez-Ruiz 2006). For the collapsar to result in a
GRB, additional requirements have to be met beyond the for-
mation of a BH.We discuss these next and then explore whether
a subset of Population III stars could successfully launch a GRB
under the collapsar scenario.

To successfully produce a GRB with a collapsar, three basic
requirements have to be fulfilled (see, e.g., Zhang & Fryer 2004;
Petrovic et al. 2005):

1. The progenitor star has to be sufficiently massive to result
in the formation of a central BH. Collapse to a BH could occur

either directly for initial masses of the progenitor k40 M! or
in a delayed fashion by fallback of the ejecta following a failed
SN explosion for progenitor masses 25 M!PM"P 40 M! (e.g.,
Heger et al. 2003). The number of BH-forming stars resulting
from a given total stellar mass, here denoted by !BH, will depend
on the stellar IMF, which in turn is predicted to differ between the
Population I / II and Population III cases.

For simplicity, we assume that the IMF in both cases consists of
a power law with the standard Salpeter value, dN /dm / m#2:35,
but with different values for the lower and upper mass limits,
Mlow and Mup , respectively. For Population I/II stars, we take
these to be Mlow ¼ 0:1 M! and Mup ¼ 100 M!. The Popula-
tion III IMF, on the other hand, is still very uncertain (see, e.g.,
Bromm&Larson 2004). The upper mass limit can be conserva-
tively estimated to be Mup % 500 M! (Bromm & Loeb 2004),
whereas for the lower limit, we consider two possibilities:
Mlow % 30 (e.g., Tan & McKee 2004) and%100M! (e.g., Abel
et al. 2002; Bromm et al. 2002).

In general,

!BH ¼
RMup

MBH
m#2:35 dm

RMup

Mlow
m#1:35 dm

; ð4Þ

whereMBH ’ 25 M!. For the Population I/II case, this results in
!BH ’ 1/(700 M!). The Population III lower mass limit exceeds
the threshold for BH formation in either case,Mlow > MBH. Not
every Population III star, however, will leave a BH behind. In
the narrow mass range of%140–260M!, Population III stars are
predicted to undergo a pair-instability supernova (PISN) explo-
sion (e.g., Fryer et al. 2001; Heger et al. 2003). A PISNwill lead to
the complete disruption of the star, such that no compact rem-
nant will be left behind. For the Population III case, the expres-
sion results in !BH ’ 1/(80 M!) forMlow ¼ 30 M! and !BH ’
1/(300 M!) for Mlow ¼ 100 M!. Thus, the BH formation effi-
ciency is larger for Population III compared to Population I/II
by up to 1 order of magnitude, depending on the lower mass
limit.

2. The progenitor star has to be able to lose its hydrogen
envelope in order for the relativistic outflow to penetrate through
and exit the star (e.g., Zhang et al. 2004). This requirement de-
rives from the observed burst durations, t P100 s, providing an
estimate for the lifetime of the central GRB engine. The jet can
therefore only travel a distance of r % ct % 50 R! before being
slowed down to nonrelativistic speeds. Massive stars with hy-
drogen envelopes grow to a large size during their later evo-
lutionary phases. For example, red supergiants can reach radii
of up to %103 R! (e.g., Kippenhahn & Weigert 1990). The
effectiveness of mass loss crucially depends onmetallicity (e.g.,
Kudritzki 2002) and on whether the star is isolated or part of a
binary system. Below, we discuss both effects further.

3. The progenitor star has to contain a central core with suf-
ficient angular momentum to allow an accretion disk to form
around the growing BH. Important aspects of stellar structure
and evolution can be understood by dividing the star into a com-
pact core and an extended outer envelope (e.g., Kippenhahn &
Weigert 1990). Depending on the evolutionary stage, a radiative
core is surrounded by a convective envelope, or vice versa. The
precollapse stellar core has a mass Mc , radius Rc , angular ve-
locity !c , and is characterized by a specific angular momentum
jc ’ R2

c!c. Assuming that the collapse to a BH conserves spe-
cific angular momentum, the condition for an accretion torus
to form around a growing BH in the center with mass MBH is

Fig. 2.—Predicted GRB rate observed by Swift. Shown is the observed
number of bursts per year, dN obs

GRB/d ln (1þ z), as a function of redshift. All rates
are calculated with a constant GRB efficiency, !GRB ’ 2 ; 10#9 bursts per solar
mass, using the cosmic SFRs from Fig. 1. (a) Late reionization (zreion ) 7).
Dotted lines: Contribution to the observed GRB rate from Population I / II and
Population III for the case of weak chemical feedback. Dashed lines: Contri-
bution to the GRB rate from Population I / II and Population III for the case of
strong chemical feedback. (b) Early reionization (zreion ) 17). The lines have the
same meanings as in panel (a). Filled circle: GRB rate from Population III stars if
these were responsible for reionizing the universe at z % 17 (see text). The GRB
rates fromPopulation III progenitors are very uncertain; they could be zero or, in the
other extreme, display an enhancement by up to 1 order of magnitude above the
baseline rates shown here (see text for details).

HIGH-z GRBs FROM POPULATION III PROGENITORS 385No. 1, 2006

PopulationIII and LGRBs 5

10-4

10-3

10-2

10-1

100

101

102

O
bs

er
ve

d 
Ra

te
 [(
!/

6)
/y

r/s
r]

100 Mpc/h

RGRB1RGRB2RGRB3upRGRB3up2

10-3

10-2

10-1

 1  2  3  4  5  6  7  8  9  10

 R
G

RB
3 u

p2
/R

G
RB

To
t

Redshift

RGRB3up2
/(RGRB1+RGRB3up2

)
RGRB3up2

/(RGRB2+RGRB3up2
)

10-4

10-3

10-2

10-1

100

101

102

O
bs

er
ve

d 
Ra

te
 [(
!/

6)
/y

r/s
r]

10 Mpc/h

RGRB1RGRB2RGRB3upRGRB3up2

10-3

10-2

10-1

 6  8  10  12  14  16

 R
G

RB
3 u

p2
/R

G
RB

To
t

Redshift

RGRB3up2
/(RGRB1+RGRB3up2

)
RGRB3up2

/(RGRB2+RGRB3up2
)

10-4

10-3

10-2

10-1

100

101

102

O
bs

er
ve

d 
Ra

te
 [(
!/

6)
/y

r/s
r]

5 Mpc/h

RGRB1RGRB2RGRB3upRGRB3up2

10-3

10-2

10-1

 6  8  10  12  14  16

 R
G

RB
3 u

p2
/R

G
RB

To
t

Redshift

RGRB3up2
/(RGRB1+RGRB3up2

)
RGRB3up2

/(RGRB2+RGRB3up2
)

Figure 2. Top Panels: Observed rate for our samples of LGRBs in the three simulations with different side box. Dashed-red lines represent the rate of GRB1,
dashed-dotted-blue lines the rate of GRB2, the solid-dark lines are the upper limits for the rate of GRB3 and dotted lines are the more restrict upper limit for
the same sample (using fGRB3up and fGRB3up2 respectively). Bottom Panels: Evolution with redshift of the ratio between the expected rate of GRB3 and
the total rate obtained summing the rate of the samples GRB3+GRB1 (upper solid-red line) and GRB3+GRB2 (lower dashed-dotted-blue line), for the three
simulations with different size box.

PopII/I stars comes from GRB1 subsample whereas dot-dashed line
to GRB2 subsample. Here we assume fGRB3up2 .
If we consider the total rate of LGRB for the 100 Mpc/h simu-
lation, i.e. including the contribution from both PopII/I and PopIII
stars, the expected observed rate at redshift z >6 is aboutRtot(z >
6) ∼ 1 (θ/6)2/yr/sr. This is consistent with recent observational
constraints (Perley et al. 2009; Greiner et al. 2011), as well as
with previous theoretical estimates (Salvaterra & Chincarini 2007;
Salvaterra et al. 2009; Butler et al. 2010). At these redshifts, the

corresponding rate of GRB3 is below 0.017 (0.06) sr−1 yr−1

for fGRB3up (fGRB3up2 ), and is consistent with Salvaterra et al.
(2010) when the same value of fGRB3 is adopted. At z > 6
the expected fraction of PopIII LGRBs is ! 10% and increases
with redshift. However, at z ∼ 8 it can not be larger than 20%.
This is in agreement with a PopII progenitor for GRB 090423
(Salvaterra et al. 2009; Chandra et al. 2010).
To extend our results to very high z we turn now to our smaller box
simulations. Indeed, as already discussed in Sec. 2, at these red-

c© 2011 RAS, MNRAS 000, 1–8

Bromm and Loeb, 2006

Campisi, et al. 2011

Different approaches  
reaches similar results. < 0.2 GRBs yr-1 Swift
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Pop III Radio Afterglows
We expect ∼ 10 − 104 radio afterglows above ∼ 0.3 mJy on the sky with ∼ 1 year variability and 
mostly without GRBs (orphans), which are detectable by ALMA, EVLA, LOFAR, and SKA.  de 
Souza, Yoshida & Ioka 2011. R. S. de Souza et al.: Populations III.1 and III.2 gamma-ray bursts
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Fig. 7. The theoretical light curve of radio afterglow of a typical
Pop III.2 GRB at z ∼ 10. We show the evolution of afterglow flux
F(mJy) as a function of time t (days) for typical parameters: isotropic
kinetic energy Eiso = 1054 erg, electron spectral index p = 2.5, plasma
parameters εe = 0.1, εB = 0.01, initial Lorentz factor γd = 200, interstel-
lar medium density n = 1 cm−3, for the range of frequencies: 500 MHz
(dashed brown line), 1.4 GHz (dashed red line), 10 GHz (dashed black
line), in comparison with flux sensitivity Fsen

ν as a function of integra-
tion time, tint(days) for SKA (dot-dashed green line), EVLA (dot-dashed
orange line), LOFAR (dot-dashed blue line) and ALMA (dot-dashed
purple line).

3.2. Upper limits from radio transient survey

In this section, we derive upper limits on the intrinsic GRB rate
(including the off-axis GRB) using ∼1 year timescale radio vari-
ability surveys. There are several radio transient surveys com-
pleted so far. Bower et al. (2007) used 22 years of archival data
from VLA to put an upper limit of ∼6 deg−2 for 1-year variabil-
ity transients above 90 µJy, which is equivalent to !2.4× 105 for
the whole sky. Gal-Yam et al. (2006) used FIRST12 and NVSS13

radio catalogs to place an upper limit of ∼70 radio orphan af-
terglows above 6 mJy in the 1.4 GHz band over the entire sky.
This suggests less than 3×104 sources above 0.3 mJy on the sky,
because the number of sources is expected to be proportional to
flux limit F−3/2

lim (assuming Euclidian space and no source evo-
lution) (Gal-Yam et al. 2006). From Fig. 7, a typical GRB’s ra-
dio afterglow with isotropic kinetic energy Eiso ∼ 1054 erg stays
above 0.3 mJy over ∼102 days.

By combining the results shown in Figs. 5 and 6, we ex-
pect ∼30−3 × 105 sources (102−106 events per year × 102 days)
above ∼0.3 mJy. (We integrate the event rate over redshift.) As
a consequence, the most optimistic case for Pop III.2 should al-
ready be ruled out marginally by the current observations of ra-
dio transient sources, if their luminosity function follows the one
assumed in the present paper. Only more conservative models
are then viable. Radio transient surveys are not yet able to set
upper limits on the Pop III.1 GRB rate. The above conclusion
is model dependent, because the afterglow flux depends on the
still uncertain quantities, such as the isotropic energy Eiso and
the ambient density n. If the circumburst density is higher than
usual, the constraints from the radio transient surveys would be
even stronger. Also the GRB formation efficiency and the beam-
ing factor are not known accurately, which can affect both the
intrinsic and observed rate more than one order of magnitude.

12 http://sundog.stsci.edu/
13 http://www.cv.nrao.edu/nvss/
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Fig. 8. Predicted Pop III.1observed GRB rate. Those observed by Swift,
dashed red line; SVOM, dot-dashed black line; JANUS, dotted blue
line; and EXIST, green line. We adopt a GRB rate model that is con-
sistent with the current upper limits from the radio transients; Gaussian
IMF, vwind = 50 km s−1, f∗ = 0.1, fGRB = 0.1.
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Fig. 9. Predicted Pop III.2 observed GRB rate. Those observed by
Swift, dashed red line; SVOM, dot-dashed black line; JANUS, dotted
blue line; and EXIST, green line; for our model with Salpeter IMF,
vwind = 100 km s−1, f∗ = 0.01, fGRB = 0.01.

In Figs. 8 and 9, we show the predicted observable GRB
rate dNobs

GRB/dz in Eq. (26) for Pop III.1 and III.2 detectable by
the Swift, SVOM, JANUS, and EXIST missions. The results
shown are still within the bounds of available upper limits from
the radio transient surveys. Overall, it is more likely to observe
Pop III.2 GRBs than Pop III.1, but the predicted rate strongly
depends on the IGM metallicity evolution, the star formation ef-
ficiency and GRB formation efficiency. The dependence on the
IMF is relatively small.

Figure 10 shows the GRB rate expected for EXIST obser-
vations. Because the power index of the LF is uncertain at the
bright end, we added two lines to show the resulting uncertainty
in our prediction. We use the maximum rate, which is within the
constraints by the current observations of radio transients. We
expect to observe N ∼ 20 GRBs per year at z > 6 for Pop III.2
and N ∼ 0.08 per year for Pop III.1 at z > 10 with the future
EXIST satellite at a maximum. Our optimist case predicts a near-
future detection of Pop III.2 GRB by Swift, and the nondetection
so far could suggest a further upper limit or difference between
the Pop III and present-day GRB spectrum.

A32, page 7 of 9

The theoretical light curve of radio afterglow of a typical Pop 
III.2 GRB at z ∼ 10, de Souza et al. 2011

GRB radio afterglows may be 
detected up to z ∼ 30 (Ioka & 
Mészáros 2004)
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One of the most ambitious projects of modern Astronomy. It aims at 
the creation of a very precise tridimensional, dynamical and 
c h e m i c a l c e n s u s o f o u r G a l a x y, f r o m a s t r o m e t r i c , 
spectrophotometric and spectroscopic data. 

Gaia satellite will perform observations of the entire sky in a 
continuous scanning created from the coupling rotations and 
precessions movements, called ʻscanning lawʼ. 

One type of possible transients to be detected by Gaia are 
gamma-ray burst optical afterglows.

Optical  Afterglows

Gaia mission
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4 de Souza et al.: Pop III Orphan Afterglows

1, bottom, shows the upper limit for intrinsic GRB rate
derived in de Souza et al. (2011).

3. Number of Observed Orphans

3.1. Afterglow Model

To calculate the afterglow light curves of Pop III GRBs
we follow the standard prescription from Sari et al. (1998,
1999); Mészáros (2006). The spectrum consists of power-
law segments linked by critical break frequencies. These
are νa (the self absorption frequency), νm (the peak of
injection frequency) and νc (the cooling frequency), given
by

νm ∝ (1 + z)1/2g(p)2ε2eε
1/2
B E1/2

iso t−3/2
d ,

νc ∝ (1 + z)−1/2ε−3/2
B n−1E−1/2

iso t−1/2
d ,

νa ∝ (1 + z)−1ε−1
e ε1/5

B n3/5E1/5
iso ,

Fν,max ∝ (1 + z)ε1/2
B n1/2Eisod

−2
L , (4)

where g(p) = (p− 2)/(p− 1), is a function of energy spec-
trum index of electrons (N(γe)dγe ∝ γ−p

e dγe, where γe is
the electron Lorentz factor), εe and εB are the efficiency
factors (Mészáros 2006) and Fν,max is the observed peak
flux at distance dL from the source.

There are two types of spectra. If νm < νc, we call it
the slow cooling case. The flux at the observer, Fν , is given
by

Fν =















(νa/νm)1/3(ν/νa)2Fν,max, νa > ν,
(ν/νm)1/3Fν,max, νm > ν > νa,
(ν/νm)−(p−1)/2Fν,max, νc > ν > νm,
(νc/νm)−(p−1)/2(ν/νc)−p/2Fν,max, ν > νc.

(5)
For νm > νc, called the fast cooling case, the spectrum

is

Fν =















(νa/νc)1/3(ν/νa)2Fν,max, νa > ν,
(ν/νc)1/3Fν,max, νc > ν > νa,
(ν/νc)−1/2Fν,max, νm > ν > νc,
(νm/νc)−1/2(ν/νm)−p/2Fν,max, ν > νm.

(6)
Initially the jet propagates as if it were spherical with

an equivalent isotropic energy of Etrue = θ2
j Eiso/2, where

θj is the half opening angle of the jet. Even if the prompt
emission is highly collimated, the Lorentz factor drops
γd < θ−1

j around the time

tθ ∼ 2.14

(

Eiso

5 × 1054

)1/3 (

θj

0.1

)8/3

n−1/3(1+z) days, (7)

and the jet starts to expand sideways (Ioka & Mészáros
2005). Consequently, the jet becomes detectable by the off-
axis observers. These afterglows are not associated with
the prompt GRB emission.

Due to relativistic beaming, an observer located at
θobs, outside the initial opening angle of the jet (θobs > θj),

 Θobs = 0.0

 Θobs = 0.10

 Θobs = 0.20

 Θobs = 0.05

 G = 20

z =  3
 Θ j = 0.1
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Fig. 2. Example of afterglow light curve as a function of
observed angle, θobs. We show the evolution of afterglow
flux F (mJy) as a function of time t (days) and observed
angle θobs for typical parameters: isotropic kinetic energy
Eiso = 1054 erg, electron spectral index p = 2.5, plasma
parameters εe = 0.1, εB = 0.01, half opening angle jet
θj = 0.1, interstellar medium density n = 1cm−3 and
frequency ν = 5 × 1014Hz. The horizontal dotted line is
the GAIA flux limit; solid black line, θobs = 0; dashed
blue line, θobs = 0.05; dot-dashed red line, θobs = 0.1;
doted green line, θobs = 0.20.

will observe the afterglow emission only at t ∼ tθ, when
γd = θ−1

j .

The received afterglow flux by an off-axis observer in
the point source approximation, valid for θobs % θj , is
related to that seen by an on-axis observer, by (Granot
et al. 2002; Totani & Panaitescu 2002; Japelj & Gomboc
2011)

Fν(θobs, t) = ξ3Fν/ξ(0, ξt), (8)

where

ξ ≡ (1 − β)/(1 − β cos θobs), (9)

and β =
√

1 − 1/γ2
d. The time evolution of the Lorentz

factor in given by

γd(t) =











θ−1
j

(

t
tj

)−3/8
t < tj

θ−1
j

(

t
tj

)−1/2
t > tj.

(10)

Fig. 2 shows four examples of afterglows as a function
of observed angle θobs for the case of θj = 0.1, z = 3
for typical parameters described in the figure. The flux is
calculated for an observational frequency ν = 5 × 1014Hz
within the GAIA bandwith. Depending of the parameters
of the afterglow, the light curve can appear above the
GAIA observational limits. Due to the large quantity of
free parameters, a Monte-Carlo approach is essential to
explore the detectability of a large amount of events and
will be explained in the next section.

Example of  afterglows light-curve  from gamma-ray bursts (GRBs) 
triggered by Pop III.2 stars. 

Due a large number of free 
parameters, the Afterglow events are 
generated via Monte-Carlo. 
 

Then, by simulating the  Gaia’s 
scanning law we derive the 
probability to observe Pop III GRBs 
events. 

Pop III GRBs Afterglows

Gaia sensitivity 

de Souza, et al. 2012

quarta-feira, 9 de maio de 2012



Gaia Scanning Law
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Fig. 5. Number of times each region of the sky (in galactic
coordinates) will be observed by the Gaia satellite during
the entire mission.

that the orphan remains brighter than G=20, ∆t, and the
coordinates (lgal, bgal) where the event takes place in the
sky. Since those quantities are continuous distributions,
it is necessary to analyze how the observation probability
depends on them, building P (∆t, lgal, bgal). In the present
work, we proceed as follows.

For a given coordinate in the sky, we start by comput-
ing the inverse Gaia scanning law as to derive a transit
time list comprising the instants when Gaia’s telescopes
will be pointing at that coordinate. In order to be as real-
istic as possible, we adopt the Gaia Data Processing and
Analysis Consortium’s nominal implementation of it.

Then, we randomly select a point in time during the
entire mission lifetime in order to place an event of a cer-
tain duration ∆t. Using the transit time list we check if
that event was observed, considering a time window of
4.4 seconds around each transit - this is the time needed
for the signal to cross the detection CCD and enter the
confirmation CCD. If there is a superposition between the
event duration and this time window, the event is con-
sidered detected. This procedure is then repeated until
the estimation of the detection probability, which is de-
rived by simply dividing the number of detected events
by the total, does not vary more than 1% between iter-
ations. Finally, the whole procedure is repeated for each
event duration ∆t. As a consequence, we obtain an ade-
quate time-sampling of the P (∆t, lgal, bgal) distribution.

For the determination of the number of orphan events
observed by Gaia on the entire sky, the coordinate depen-
dency can be averaged out, allowing P (∆t, lgal, bgal) ∼
P (∆t) ± ε. This is possible because the scanning law is
mostly known and then we can reasonably assume that
the orphan events take place randomly in the sphere.

The procedure described above was repeated for sev-
eral positions on the sphere, and the mean and the stan-
dard deviation at each event duration were computed.
To allow a good spatial sampling for the estimation
of P (∆t) ± ε, we tessellate the celestial sphere at the
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Fig. 6. Probability for a transient event with duration ∆t
to be observed by Gaia. ∆t is the time the event stays
brighter than the Gaia limiting magnitude during the 5
years nominal mission.

Hierarchical Triangular Mesh level 4 (Kunszt et al. 2001).
This means that the simulations were performed at the
center of 2048 triangles of approximately equal areas.

Finally, in order to obtain the probabilities for the
whole sky, an additional effect must be taken into account:
the structure of our own Galaxy. Since the orphans are
extragalactic events, the probability of observation at the
galactic plane or bulge should be null or very small, due
to the extinction and crowding. In this work, we conserva-
tively assumed a null value for the probability of orphans
being observed at such regions of the sky (defined here as
|b| ≤ 15◦ for 345◦ ≤ l ≤ 15◦ and |b| ≤ 5◦ otherwise).

The final results, representing the behavior of P (∆t)±ε
can be seen in Fig. 6.

In accordance with upper limit showed in Fig. 1 and
results from de Souza et al. (2011), we expect between
∼ 102 − 5 × 104 events per year. The uncertainties come
from our poor understanding about the efficiency with
which gas is converted into stars and GRBs are triggered
(two unknown factors for Pop III stars). For a good statis-
tics, we create a mock sample of 105 events randomly gen-
erated by Monte-Carlo method in order to infer the PDF
of an event to stay below G = 20 over ∆t(days). The av-
erage behavior is shown in Fig. 7. Since we have P (∆t),
we can generate a sample with 102−5×104 events several
times and test against their probability of being observed
by Gaia given by Fig. 6. Combining Figs. 6 and 7, we ob-
tain as an upper limit for the average number of events
observed per year ∼ 26 ± 14, and ∼ 0.26 ± 0.14 as the
lower limit.

5. Conclusion and Discussion

Despite recent developments in theoretical studies on the
formation of the early generation of stars, there are no di-
rect observations of Population III stars yet. Following the
suggestion that massive Pop III stars could trigger collap-
sar GRBs, we investigated the possibility to observe their
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Fig. 3. Redshift PDF. Probability of a given event to ap-
pear in a certain range of redshift.

3.2. Mock sample

The mock sample is generated by a Monte-Carlo
method assuming different probability distribution func-
tions (PDF) for each quantity as explained bellow.

3.2.1. Redshift PDF

We generate the GRB events randomly in redshift with a
PDF given by Eq. (2). The probability of a given GRB to
appear at redshift z is

Pz(z) =
dNGRB/dz

∫ z
0 (dNGRB/dz)dz

(11)

The PDF was generated by 105 random realizations based
in Eqs. (2) and (11). Fig. 3 shows the probability to find
a GRB at a given redshift.

3.2.2. Half opening angle PDF

Using an empirical opening angle estimator, Yonetoku
et al. (2005) derived the opening angle PDF of GRBs.
Their PDF can be fitted by a power-lay θ−2 with a cut
off at ∼ 0.04. Their results seem also compatible with the
universal structured jet model (Perna et al. 2003). For
simplicity, we assume a similar power-law in the range
θmin

j = 0.05 and θmax
j = 0.5 do determine the PDF of θj ,

Pθj(θ) ∝ θ−2. (12)

Fig. 4 shows the PDF of θj generated by 105 realizations
based in Eq. (12). The realizations were performed within
the range θj = 0.04 − 0.5. The observational angle, θobs,
was randomly chosen between 0 − π.

4. The GAIA mission

The GAIA satellite will perform observations of the entire
sky, using a continuous scanning formed by the coupling
of rotation an precession movements - the ‘scanning law’.
This law guarantees that each point in the sky will be
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Fig. 4. Half opening angle jet PDF. Probability of a given
GRB to have a particular θj .
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Fig. 5. Probability for a transient event with duration ∆t
to be observed by GAIA. ∆t is the time the event stays
brighter than the GAIA limiting magnitude during the 5
years nominal mission.

observed several times during the mission, as it can be
seen in Fig. XX.

Similar to what happens with CCD meridian circles,
in the referential of the satellite’s focal plane the sky
continuously move from one side to the other while the
satellite spins. During all the time, the CCD charges are
sychronously transferred, as to compensate the apparent
sky’s motion and allow the integration.

This continuous observation strategy requires an
equally continuous reading of the CCD. Also, since
GAIA’s focal plane comprises 106 individual detectors,4

it is not possible to transfer the entire content of the focal
plane to the Earth due to bandwidth limits. So, a contin-
uous analysis of the focal plane observations is also per-
formed on-board, aimed at the detection of astronomical
sources. When a source is detected, a rectangular “win-
dow” comprising a few arcseconds around it is created (its
exact size and pixel binning depends on the focal plane’s

4 For a diagram of GAIA’s focal plane, see for ex. Jordi et al.
(2010).

Gaia will observe the entire sky, using a continuous scanning formed by the coupling of rotation 
and precession movements - the ‘scanning law’.

For a given coordinate in the sky, we compute the 
inverse Gaia scanning law adopting the Gaia Data 
Processing and Analysis Consortium’s nominal 
implementation of it.
We randomly select a point in time during the entire 
mission lifetime in order to place an event of a certain 
duration ∆t. 

We check if that event was observed, within  a 
time window of 4.4 seconds around each transit 
- this is the time needed for the signal to cross 
the detection CCD and enter the confirmation 
CCD. If there is a superposition between the 
event duration and this time window, the 
event is considered detected!!!!
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Gaia can observe up to 6.27 ± 3.4 Pop III off-axis afterglows and 5.43 ± 
3.1 on-axis during the 5 years nominal mission. Which implies that among 
all afterglows observed by Gaia, a non-negligible percentage of them could 
have Pop III stars as progenitors.

Probability of an OA to appear above the Gaia flux limit during  given time interval.
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SUMMARY

High-z GRBs are a very promissor way to probe early Universe and the first generation 
of stars.  

Even one GRB observed at z > 10, would already rule out models with WDM mass < 2 
keV

We also expect a larger number of radio afterglows than X-ray prompt emission because 
the radio afterglow is long-lived, for ∼ 102 days

Star formation history already constrained up to z = 9.4, Ishida, de Souza & Ferrara, 2011

Fast identification is essential: automatic classifier to indentify objects of interest. 

Realistic simulations of  Pop III GRBs SED and light curves to study the best strategy to 
look for such objects.  
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