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ABSTRACT

Aims. The goal of this work is to better understand the correlations between the rest-frame UV/optical variability amplitude of quasi-stellar objects (QSOs) and physical quantities such as redshift, luminosity, black hole mass, and Eddington ratio. Previous analyses of the same type found evidence for correlations between the variability amplitude and these active galactic nucleus (AGN) parameters. However, most of the relations exhibit considerable scatter, and the trends obtained by various authors are often contradictory. Moreover, the shape of the optical power spectral density (PSD) is currently available for only a handful of objects.

Methods. We searched for scaling relations between the fundamental AGN parameters and rest-frame UV/optical variability properties for a sample of ∼90 X-ray selected AGNs covering a wide redshift range from the XMM-COSMOS survey, with optical light curves in four bands (\(g, r, i, z\)) provided by the Pan-STARRS1 (PS1) Medium Deep Field 04 survey. To estimate the variability amplitude, we used the normalized excess variance (\(\sigma^2_{\text{rms}}\)) and probed variability on rest-frame timescales of several months and years by calculating \(\sigma^2_{\text{rms}}\) from different parts of our light curves. In addition, we derived the rest-frame optical PSD for our sources using continuous-time autoregressive moving average (CARMA) models.

Results. We observe that the excess variance and the PSD amplitude are strongly anticorrelated with wavelength, bolometric luminosity, and Eddington ratio. There is no evidence for a dependency of the variability amplitude on black hole mass and redshift. These results suggest that the accretion rate is the fundamental physical quantity determining the rest-frame UV/optical variability amplitude of quasars on timescales of months and years. The optical PSD of all of our sources is consistent with a broken power law showing a characteristic bend at rest-frame timescales ranging between \(~100\) and \(~300\) days. The break timescale exhibits no significant correlation with any of the fundamental AGN parameters. The low-frequency slope of the PSD is consistent with a value of \(\sim 1\) for most of our objects, whereas the high-frequency slope is characterized by a broad distribution of values between \(~2\) and \(~4\). These findings unveil significant deviations from the simple damped random walk model that has frequently been used in previous optical variability studies. We find a weak tendency for AGNs with higher black hole mass to have steeper high-frequency PSD slopes.
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1. Introduction

Albeit the question has been puzzled over for many decades, the physical origin of active galactic nucleus (AGN) variability is still unknown. Several mechanisms have been proposed to explain the notorious flux variations, but to date, there is no preferred model that is able to predict all the observed features of AGN variability in a self-consistent way (Cid Fernandes et al. 2000; Hawkins 2002; Pereyra et al. 2006). Unveiling the source of AGN variability promises better understanding of the physical processes that power these luminous objects. AGN variability is characterized by non-periodic random fluctuations in flux, which occur with different amplitudes on timescales of hours, days, months, years, and even decades (Gaskell & Klimek 2003). Very strong variability may also be present on much longer timescales of \(10^5\)–\(10^6\) yr (Hickox et al. 2014; Schawinski et al. 2015). The variability is observed across-wavelength and is particularly strong in the X-ray, UV/optical, and radio bands (Ulrich et al. 1997). The X-ray band shows very rapid variations, typically with larger amplitude than optical variability on short timescales of days to weeks. However, optical light curves exhibit larger variability amplitudes on longer timescales of months to years on the level of \(~10\)–\(20\)% in flux (Gaskell & Klimek 2003; Utley & Casella 2014). Optical variability of AGNs has been studied extensively in the last years, providing a useful tool for quasar selection as well as a probe for physical models describing AGNs (Kelly et al. 2009, 2011, 2013; Kozlowski et al. 2010, 2011, 2012, 2013; MacLeod et al. 2010, 2011, 2012; Schmidt et al. 2010, 2012; Palanque-Delabrouille et al. 2011; Butler & Bloom 2011; Kim et al. 2011; Ruan et al. 2012; Zuo et al. 2012; Andrae et al. 2013; Zu et al. 2013; Morganson et al. 2014; Graham et al. 2014; De Cicco et al. 2015; Falocco et al. 2015; Carter et al. 2015).

Since the optical continuum radiation is believed to be predominantly produced by the accretion disk, it is very likely that optical variability originates from processes intrinsic to the disk.
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One possible mechanism may be fluctuations of the global mass accretion rate, providing a possible explanation for the observed large variability amplitudes (Pereyra et al. 2006; Li & Cao 2008; Sakata et al. 2011; Zuo et al. 2012; Gu & Li 2013). However, considering the comparably short timescales of optical variability, a superposition of several smaller, independently fluctuating zones of different temperature at various radii, associated with disk inhomogeneities that are propagating inward, may be a preferable alternative solution (Lyubarskii 1997; Kotov et al. 2001; Arévalo & Uttley 2006; Dexter & Agol 2011). Such localized temperature fluctuations are known to describe several characteristics of AGN optical variability (Meusinger & Weiss 2013; Ruan et al. 2014; Sun et al. 2014) and may arise from thermal or magnetorotational instabilities in a turbulent accretion flow, as suggested by modern numerical simulations (e.g., Hirose et al. 2009; Jiang et al. 2013).

The strong temporal correlation of optical and X-ray variability observed in simultaneous light curves on timescales of months to years indicates that inward-moving disk inhomogeneities may drive the long-term X-ray variability (Uttley et al. 2003; Arévalo et al. 2008, 2009; Breedt et al. 2009, 2010; Connolly et al. 2015). On the other hand, the short time lags of a few days between different optical bands (Wanders et al. 1997; Sergeev et al. 2005) are in favor of a model in which X-ray variability is driving the optical variability approximately on light travel times by irradiating and thereby heating the accretion disk (Cackett et al. 2007). Whichever mechanism actually dominates, it is important to compare the properties of optical and X-ray variability, because understanding their coupling provides a detailed view of the physical system at work that can hardly be obtained by other methods than timing analysis.

The power spectral density (PSD) states the variability power per temporal frequency $\nu$. The X-ray PSDs of AGNs are observed to be well described by a broken power law PSD $\nu^\gamma$ with $\gamma = -2$ for frequencies above the break frequency $\nu_{br}$ and $\gamma = -1$ for frequencies below $\nu_{br}$ (Lawrence & Papadakis 1993; Green et al. 1993; Nandra et al. 1997; Edelson & Nandra 1999; Uttley et al. 2002; Markowitz et al. 2003; Markowitz & Edelson 2004; McHardy et al. 2004; González-Martín & Vaughan 2012). Such PSDs are modeled by a stochastic process consisting of a series of independent superimposed events and are termed “red noise” or “flicker noise” PSDs, because low frequencies contribute the most variability power, whereas high-frequency variability is increasingly suppressed (Press 1978). The characteristic frequency $\nu_{br}$ was found to scale inversely with the black hole mass and linearly with the accretion rate (McHardy et al. 2006). However, the actual dependency on the accretion rate is less clear and was not recovered by González-Martín & Vaughan (2012).

Because optical light curves are not continuous and generally suffer from irregular sampling, standard Fourier techniques used in the X-rays cannot be applied, and therefore the shape of the optical PSD of AGNs is not well known to date. But there is evidence that the optical PSD resembles a broken power law as well. For example, the high-frequency part of the optical PSD has been found to be described reasonably well by a power law of the form PSD $\nu^\gamma \propto \nu^{-2}$ (Giveon et al. 1999; Collier & Peterson 2001; Czerny et al. 2003; Kelly et al. 2009, 2013; Kozłowski et al. 2010; MacLeod et al. 2010; Andrae et al. 2013; Zu et al. 2013). However, recent PSD analyses performed using high-quality Kepler light curves suggest that the high-frequency optical PSD may be characterized by steeper slopes of between $-2.5$ and $-4$ (Mushotzky et al. 2011; Edelson et al. 2014; Kasliwal et al. 2015). Likewise, there is still confusion about the value of the low-frequency slope of the optical PSD. Using a sample of ~9000 spectroscopically confirmed quasars in SDSS Stripe 82, MacLeod et al. (2010) were unable to distinguish between $\gamma = -1$ and $\gamma = 0$ (“white noise”) for the low-frequency slope. Considering the optical break timescale, typical values between 10–100 days but even up to ~10 yr have been reported (Collier & Peterson 2001; Kelly et al. 2009).

The spread in the characteristic variability timescale is thought to be connected with the fundamental AGN parameters driving the variability. The optical break timescale was observed to scale positively with black hole mass and luminosity (Collier & Peterson 2001; Kelly et al. 2009; MacLeod et al. 2010).

Alternatively to performing a PSD analysis, which in general requires well-sampled and uninterrupted light curves, it is customary to use simpler variability estimators that allow inferring certain properties of the PSD for large samples of objects and sparsely sampled light curves. Convenient variability tools are structure functions (e.g., Schmidt et al. 2010; MacLeod et al. 2010; Morganson et al. 2014) or the excess variance (e.g., Nandra et al. 1997; Ponti et al. 2012; Lanuzisi et al. 2014). On timescales shorter than the break timescale, the X-ray excess variance was found to be anticorrelated with the black hole mass and the X-ray luminosity, whereas there is currently no consensus regarding the correlation with the Eddington ratio (Nandra et al. 1997; Turner et al. 1999; Leighly 1999; George et al. 2000; Papadakis 2004; O’Neill et al. 2005; Nikolajuk et al. 2006; Miniutti et al. 2009; Zhou et al. 2010; González-Martín et al. 2011; Caballero-Garcia et al. 2012; Ponti et al. 2012; Lanuzisi et al. 2014; McHardy 2013). Considering the optical variability amplitude, an anticorrelation with luminosity and rest-frame wavelength is well established on timescales of ~years (Hook et al. 1994; Giveon et al. 1999; Vanden Berk et al. 2004; Willhite et al. 2008; Bauer et al. 2009; Kelly et al. 2009; MacLeod et al. 2010; Zuo et al. 2012). Conflicting results have been obtained regarding a dependence of the optical variability amplitude on the black hole mass, because some authors found positive correlations, others negative correlations or almost no correlation, although they probing similar variability timescales (Wold et al. 2007; Willhite et al. 2008; Kelly et al. 2009; MacLeod et al. 2010; Zuo et al. 2012). Finally, an anticorrelation between optical variability and the Eddington ratio has been reported by several authors on timescales of several months (Kelly et al. 2013) and several years (Willhite et al. 2008; Bauer et al. 2009; Ai et al. 2010; MacLeod et al. 2010; Zuo et al. 2012; Meusinger & Weiss 2013). However, the observed trends with the AGN parameters show large scatter, with the derived slopes often suggesting a very weak dependence.

In this work we aim to investigate the correlations between the optical variability amplitude, quantified by the normalized excess variance, and the fundamental AGN physical properties by using a well-studied sample of X-ray selected AGNs from the XMM-COSMOS survey with optical light curves in five bands available from the Pan-STARRS1 Medium Deep Field 04 survey. In addition, we perform a PSD analysis of our optical light curves using the CARMA approach introduced by Kelly et al. (2014) to derive the optical PSD shape for a large sample of objects, including the characteristic break frequency, the PSD normalization, and the PSD slopes at high and low frequencies. The paper is organized as follows: in Sect. 2 we describe our sample of variable AGNs; the methods used to quantify the variability amplitude and to model the PSD are introduced in Sect. 3; the correlations between the variability amplitude and the AGN parameters are presented in Sect. 4; the results of the power spectrum analysis are depicted in Sect. 5; we discuss our findings
in Sect. 6, and Sect. 7 summarizes the most important results. Additional information about the sample and the PSD fit results in different wavelength bands are provided in Appendices A and B, respectively.

2. Sample of variable AGNs

Throughout this work we use the same sample of variable AGNs as defined in Simm et al. (2015, hereafter S15). This sample is drawn from the catalog of Brusa et al. (2010), which presents the multiwavelength counterparts to the XMM-COSMOS sources (Hasinger et al. 2007; Cappelluti et al. 2009). We have selected the X-ray sources that have a pointlike and isolated counterpart in HST/ACS images and that are detected in single Pan-STARRS1 (PS1) exposures. In addition, we focused on the bands for which the observational data are of high quality and available for most of our objects. Thus, the sample comprises 184 (gP1), 181 (rP1), 162 (iP1), 131 (zP1) variable sources detected in the PS1 Medium Deep Field 04 (MDF04) survey. In the following we refer to this sample as the “total sample”. We note that this sample contains no upper limit detections of variability, and more than 97% of all sources having MDF04 light curves in a given PS1 band are identified as variable in this band (see Table 2 of S15 for detailed numbers in each PS1 band). More than 96% of our objects are classified as type 1 AGNs\(^1\) and 92% have a specified spectroscopic redshift (Trump et al. 2007; Lilly et al. 2009). The remaining sources only have photometric redshifts determined in Salvato et al. (2011). However, for the 92% with known spectroscopic redshifts, the accuracy of the photometric redshifts is \(\sigma_{\text{sys}} = 0.009\) with a fraction of outliers of 5.9%. Therefore we do not distinguish between sources with spectroscopic and photometric redshifts in the following.

During the whole analysis we only consider the objects classified as type 1 AGN when investigating correlations between the physical AGN parameters and variability. Of the type 1 objects of the total sample, 95 (gP1), 97 (rP1), 90 (iP1), 75 (zP1) have known spectroscopic redshifts, SED-fitted bolometric luminosities \(L_{\text{bol}}\) (Lusso et al. 2012), and black hole masses \(M_{\text{BH}}\) (Rosario et al. 2013). The black hole masses were all derived with the same method described in Trakhtenbrot & Netzer (2012) from the line width of broad emission lines (H\(\beta\) and MgII\(_{2798}\) Å), using virial relations that were calibrated with reverberation mapping results of local AGNs. For the same sources we therefore also possess the Eddington ratio defined by \(\lambda_{\text{Edd}} = L_{\text{bol}}/L_{\text{Edd}}\), where \(L_{\text{Edd}}\) is the Eddington luminosity. This sample, hereafter termed “MBH sample”, covers a redshift range from 0.3 to 2.5. We stress that this is a large sample of objects with homogeneously measured AGN parameters, spanning a wide redshift range, for which we can study the connection of rest-frame UV/optical variability with fundamental physical properties of AGNs in four wavelength bands. As detailed in Appendix A, our sample does not suffer from strong selection effects, which could significantly bias any detected correlation between variability and the AGN parameters. However, since our sample is drawn from a flux-limited X-ray parent sample, there is a tendency for higher redshift sources to be more luminous. We found that this effect has only negligible impact on the resulting correlations between variability and luminosity, however.

\(^1\) There are seven variable type 2 AGNs in our sample that were classified either spectroscopically (six objects) or on the basis of the best SED fitting template (one object).

3. Method: variability amplitude and power spectrum model

3.1. Normalized excess variance

To quantify the variability amplitude we measured the normalized excess variance (Nandra et al. 1997) given by

\[
\sigma_{\text{rms}}^2 = \left( \frac{\sigma^2 - \sigma_{\text{err}}^2}{\langle f \rangle} \right) = \frac{1}{\langle f \rangle} \left( \sum_{i=1}^{N} \left( \frac{f_i - \langle f \rangle}{\sigma_{\text{err}}/\sqrt{N}} \right)^2 - \frac{N \sigma_{\text{err}}^2}{\langle f \rangle} \right)
\]

from the light curve consisting of \(N\) measured fluxes \(f_i\) with individual errors \(\sigma_{\text{err}}\) and arithmetic mean \(\langle f \rangle\). The normalized excess variance, or just excess variance, quotes the residual variance after subtracting the average statistical error \(\sigma_{\text{err}}\) from the sample variance \(\sigma^2\) of the light-curve flux. The \(\sigma_{\text{rms}}^2\) values calculated from the total light curves of our AGNs were used in S15 and are available at the CDS (see Appendix C of S15 for details). The error on the excess variance caused by Poisson noise alone (Vaughan et al. 2003) is well described by

\[
\text{err} (\sigma_{\text{rms}}^2) = \sqrt{\left( \frac{2}{N} \sigma_{\text{err}}^2 \langle f \rangle \right)^2 + \left( \frac{2 \sigma_{\text{err}}}{N} \langle f \rangle \right)^2},
\]

where \(F_{\text{var}} = \sqrt{\sigma_{\text{rms}}^2}\) is the fractional variability (Edelson et al. 1990). As demonstrated by Allevato et al. (2013), there are additional error sources associated with the stochastic nature of AGN variability, red-noise leakage, the sampling pattern, and the signal-to-noise ratio of the light curves. In particular, these biases depend on the shape of the PSD (see e.g. Table 2 in Allevato et al. 2013), and therefore an excess variance measurement can systematically over- or underestimate the intrinsic variance of a light curve by a factor of a few (we refer to the discussion in Sect. 5.4).

Following the procedure in S15, we considered a source as variable in a given band if

\[
\sigma_{\text{rms}}^2 - \text{err} (\sigma_{\text{rms}}^2) > 0.
\]

We emphasize that this is only a 1\(\sigma\) detection of variability. However, in this work we aim to investigate the relation of the amplitude of variability with AGN physical properties down to the lowest achievable level of variability. Using a more stringent variability threshold would dramatically limit the parameter space of \(M_{\text{BH}}, L_{\text{bol}}\) and \(\lambda_{\text{Edd}}\) values we can probe. Finally, the quality of the \(\sigma_{\text{rms}}^2\) measurements of our sample is generally high, as presented in Appendix A of S15.

The intrinsic variance of a light curve is defined to measure the integral of the PSD over the frequency range probed by the time series. Since the excess variance is an estimator of the fractional intrinsic variance, it is related to the PSD by

\[
\sigma_{\text{rms}}^2 \approx \int_{\nu_{\text{min}}}^{\nu_{\text{max}}} \text{PSD} (\nu) \, d\nu,
\]

with \(\nu_{\text{min}} = 1/T\) and the Nyquist frequency \(\nu_{\text{max}} = 1/(2\Delta t)\) for a light curve of length \(T\) and bin size \(\Delta t\), with the PSD normalized to the squared mean of the flux (Vaughan et al. 2003; González-Martín et al. 2011; Allevato et al. 2013).
3.2. Measuring $\sigma_{\text{rms}}^2$ on different timescales

Although the excess variance is a variability estimator that is measured from the light-curve fluxes and the individual observing times do not appear explicitly in the calculation, the total temporal length and the sampling frequency of the light curves may affect the resulting $\sigma_{\text{rms}}^2$ value. As described in the previous sections, the excess variance estimates the integral of the variability power spectrum over the interval of time covered by the light curve. Therefore we can probe different variability timescales by measuring the excess variance from different parts of the light curves. The total sample only contains $\sigma_{\text{rms}}^2$ values computed from the nightly averaged total light curves which typically consist of $\sim$70–80 points and cover a period of about four years. The light curves split into several segments with observations performed about every one to three days over a period of about three to four months, interrupted by gaps of about seven to nine months without observations. Correspondingly, the shortest sampled timescale is on the order of a few days for the MDF04 survey, depending on weather constraints during the survey, whereas the longest timescale is about four years. However, the sampling pattern of the MDF04 light curves additionally allows measuring the excess variance from the well-sampled individual segments of the light curves, consisting of typically 10–20 points that span a time interval of about three to four months. For each AGN we additionally calculated an excess variance value measured on timescales of months by averaging $\sigma_{\text{rms}}^2$ values of the light-curve segments and propagating the $\text{err}(\sigma_{\text{rms}}^2)$ values of each considered segment. To avoid effects by sparsely sampled segments, which would lower the quality of the variability estimation, we included only the segments with more than ten observations in the averaging. The sample of variable type 1 AGNs with known physical parameters for this shorter timescale, that is, the MBH sample on timescales of months fulfilling $\sigma_{\text{rms}}^2 - \text{err}(\sigma_{\text{rms}}^2) > 0$, comprises 76 ($g_{P1}$), 63 ($r_{P1}$), 41 ($i_{P1}$), and 31 ($z_{P1}$) sources, respectively. The considerably smaller sample size follows from the fact that the light curve segments of many AGNs either have fewer than ten measurements or are almost flat, leading to very low and even negative $\sigma_{\text{rms}}^2$ values. We observe that the variability amplitude on timescales of years is on average about an order of magnitude larger than on timescales of months.

Although the observer-frame timescales covered by the light curves of our sample are very similar for each AGN, the wide redshift range encompassed by our sources leads to a variety of different rest-frame timescales. This is illustrated in Fig. 1, showing the distribution of the rest-frame observation length $T$ of the total light curve and the average value of the light curve segments, obtained by dividing the observer-frame value by $1+z$ to account for cosmological time dilation. The data of the MBH sample ($g_{P1}$ band) on timescales of years and months are displayed. From this we note that the rest-frame length of the total light curve comprises of about one to three years for our sources, whereas the rest-frame length of the light-curve segments corresponds to timescales of about one to three months. To reduce possible biases introduced by the spread in redshift, we additionally considered the sources of the MBH sample with redshifts between $1 < z \leq 2$ in our investigations, referred to as the “1z2_MBH sample”. On variability timescales of years, the 1z2_MBH sample contains 72 ($g_{P1}$), 74 ($r_{P1}$), 69 ($i_{P1}$), and 56 ($z_{P1}$) AGNs. The corresponding 1z2_MBH sample on timescales of months comprises 61 ($g_{P1}$), 49 ($r_{P1}$), 30 ($i_{P1}$), and 31 ($z_{P1}$) objects. In the following excess variance analysis (Sect. 4) we compare the variability properties of our sources...
which forms a Fourier transform pair with the autocovariance function at time lag $\tau$

$$R(\tau) = \sigma^2 \sum_{k=1}^{p} \left[ \sum_{l=0}^{q} \beta_l r_l^k \right] \left[ \sum_{l=0}^{q} \beta_l (-r_l)^k \right] \exp(r_l \tau)$$

(7)

where $r_l^* \sigma$ is the complex conjugate and $\text{Re}(r_l)$ the real part of $r_l$, respectively. The values $r_1, \ldots, r_p$ denote the roots of the autoregressive polynomial

$$A(z) = \sum_{k=0}^{p} a_k z^{-k}.$$  

(8)

The CARMA process is stationary if $q < p$ and $\text{Re}(r_k) < 0$ for all $k$. The autocovariance function of a CARMA process represents a weighted sum of exponential decays and exponentially damped sinusoidal functions. Since the autocovariance function is coupled to the PSD by a Fourier transform, the latter can be expressed as a weighted sum of Lorentzian functions, which are known to provide a good description of the PSDs of X-ray binaries and AGNs (Nowak 2000; Belloni et al. 2002; Belloni 2010; De Marco et al. 2013, 2015).

The CARMA model includes the Ornstein-Uhlenbeck process or the “damped random walk”, which is depicted in detail in Kelly et al. (2009) and was found to accurately describe quasar light curves in many subsequent works, as the special case of $p = 1$ and $q = 0$. Considering Eqs. (6) and (7), we note that CARMA models provide a flexible parametric form to estimate the PSDs and autocovariance functions of the stochastic light curves of AGNs. For further details on the computational methods, including the calculation of the likelihood function of a CARMA process and the Bayesian method to infer the probability distribution of the PSD given the measured light curve, we refer to Kelly et al. (2014) and the references therein.

4. Correlations of variability and AGN parameters

4.1. Wavelength dependence of the excess variance

The multiband PS1 observations of the MDF04 survey allow for an investigation of the chromatic nature of variability, that is, the dependence on the radiation wavelength. Figure 3 shows the excess variances of the total sample (variability timescale of years) for several filter pairs. The intersection of the objects with measured $\sigma_{rms}^2$ values in each of the two considered PS1 bands are plotted. Each subpanel displays the bluer band on the $y$-axis and the redder band on the $x$-axis, the redshift is given as a color bar. The $\sigma_{rms}^2$ values clearly are strongly correlated, which is also expressed by the Spearman rank order correlation coefficient $\rho_S$ and the corresponding two-tailed $p$-value $P_S$, giving the probability that a $\rho_S$ value at least as high as the observed one could arise for an uncorrelated dataset. The $\rho_S$ values quoted in each subpanel of Fig. 3 are all very close to $+1$ and the respective $P_S$ values are essentially zero. However, we observe a systematic trend that the bluer bands exhibit larger variability amplitudes than the redder bands, as the respective $\sigma_{rms}^2$ values are shifted upward on the one-to-one relation. The offset increases when a specified blue band is compared with the series of bands with longer wavelength, that is, when comparing the pairs $(g_{P1}, r_{P1})$, $(g_{P1}, i_{P1})$, and $(g_{P1}, z_{P1})$. The variability amplitudes, however, seem to approach increasingly similar values toward the near-IR regime. The difference between the $\sigma_{rms}^2$ measurements of the $i_{P1}$ and $z_{P1}$ bands is less pronounced than the respective values of the pairs $(g_{P1}, r_{P1})$ and $(r_{P1}, i_{P1})$. No evolution of the aforementioned wavelength dependence with redshift is observed because there are no regions that are predominantly occupied by high- or low-redshift sources in any subpanel. The same trends are observed when using the excess variance values measured on timescales of months. We emphasize that these findings agree with previous studies that observed
Comparing the excess variance measured on timescales of years in the different PS1 bands. The data of all objects from the total sample with variability information in both considered bands are shown. The Spearman correlation coefficient and the respective $p$-value are reported in each subpanel. The redshift is given as a color bar. The black line corresponds to the one-to-one relation. The black error bars are the average values.

Local and high-redshift AGNs to be more variable at shorter wavelength (Edelson et al. 1990; Kinney et al. 1991; Paltani & Courvoisier 1994; di Clemente et al. 1996; Cid Fernandes et al. 1996; Vanden Berk et al. 2004; Kozłowski et al. 2010; MacLeod et al. 2010; Zuo et al. 2012).

### 4.2. Excess variance versus black hole mass

Determining accurate black hole masses for a large number of AGNs across the Universe is observationally expensive. However, recent works probing the high-frequency part of the PSD delivered black hole mass estimates with $\sim 0.2$–$0.4$ dex precision based on scaling relations of black hole mass and X-ray variability (Zhou et al. 2010; Ponti et al. 2012; Kelly et al. 2011, 2013). It is therefore important to know whether optical variability provides another independent tool for measuring black hole masses of AGNs, since massive time-domain optical surveys such as PS1 and LSST would then allow deriving black hole mass estimates for a very large number of quasars regardless of the AGN type.

In Fig. 4 we plot the $g_{P1}$ band excess variance measured on timescales of years and months versus the black hole mass for the 1z2 MBH sample. Even though the estimated uncertainties of the black hole masses of our sample are large, typically $\sim 0.25$ dex, there is little evidence for any correlation between $M_{BH}$ and $\sigma_{rms}^2$ measured on timescales of years. At least for the $g_{P1}$ band we observe a weak anticorrelation with $M_{BH}$ for variability measured on timescales of months with $\rho_S = -0.31$ and $P_S = 1.6 \times 10^{-2}$, but the scatter in the relation is quite large. Moreover, we do not find any significant anticorrelation relating $M_{BH}$ with the monthly timescale $\sigma_{rms}^2$ values of the remaining PS1 bands. The correlation coefficients and $p$-values of the 1z2 MBH sample are summarized in Table 1 for all considered PS1 bands and for both variability timescales. The correlation coefficients of the MBH sample are very similar, which is why we do not report them here. Therefore we conclude that there is no significant anticorrelation between optical variability and black hole mass for the probed variability timescales of our light curves. We stress that other optical variability studies found a correlation of variability and $M_{BH}$ using different variability estimators, but investigating variability timescales that are similar to those of our work. However, these results are inconsistent in the sense that several works state a positive correlation between the variability amplitude and $M_{BH}$ (e.g., Wold et al. 2007; Wilhite et al. 2008; MacLeod et al. 2010), whereas others report an anticorrelation with $M_{BH}$ (Kelly et al. 2009, 2013). Finally, we note that Fig. 4 shows no obvious dependence on redshift, and we do not observe any trend for the other PS1 bands. This is also the case for the MBH sample.

### Table 1. Spearman correlation coefficient $\rho_S$ and respective $p$-value $P_S$ of $\sigma_{rms}^2$ and $M_{BH}$.

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\Delta T$ ~ years, 1z2 MBH sample</th>
<th>$\rho_S$</th>
<th>$P_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{P1}$</td>
<td>-0.04</td>
<td>7.7 $\times$ 10$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$r_{P1}$</td>
<td>0.09</td>
<td>4.6 $\times$ 10$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$i_{P1}$</td>
<td>-0.01</td>
<td>9.6 $\times$ 10$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$z_{P1}$</td>
<td>-0.06</td>
<td>6.7 $\times$ 10$^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\Delta T$ ~ months, 1z2 MBH sample</th>
<th>$\rho_S$</th>
<th>$P_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{P1}$</td>
<td>-0.31</td>
<td>1.6 $\times$ 10$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>$r_{P1}$</td>
<td>0.06</td>
<td>7.1 $\times$ 10$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$i_{P1}$</td>
<td>-0.03</td>
<td>8.9 $\times$ 10$^{-1}$</td>
<td></td>
</tr>
<tr>
<td>$z_{P1}$</td>
<td>-0.13</td>
<td>5.0 $\times$ 10$^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>

**Notes.** The values of the 1z2 MBH sample are quoted for $\sigma_{rms}^2$ measured on timescales of years (top) and months (bottom).
4.3. Excess variance versus luminosity

The existence of an anticorrelation between optical variability and luminosity has been recognized for many years, but it was often difficult to distinguish the relation from a dependency on redshift. We also observe a strong anticorrelation of the excess variance with bolometric luminosity in our dataset. The respective Spearman correlation coefficients are reported in Table 2. For the variability on timescales of years, the anticorrelation is highly significant in the $g_{P1}$, $r_{P1}$ and $i_{P1}$ bands for the 1z2_MBH sample. On shorter variability timescales of months, the anticorrelation is even stronger and visible in all considered PS1 bands. Furthermore, we note that the anticorrelation is generally strongest for the $g_{P1}$ band and is becoming less significant toward the redder bands. We stress that the anticorrelation is also detected with similar significance considering the MBH sample. Figure 5 presents the $g_{P1}$ band excess variance as a function of bolometric luminosity for the 1z2_MBH sample. The figure clearly demonstrates that the anticorrelation with bolometric luminosity is apparent for both probed variability timescales and that the relation is much tighter for the shorter timescales of months.

However, the stronger anticorrelation observed for shorter variability timescales might also be merely a selection effect, caused by considering a particular subsample of objects of the larger sample of AGNs that are varying on timescales of years. For this reason, we additionally searched for the anticorrelation with $L_{bol}$ by selecting the same subsample of sources from the 1z2_MBH sample for both variability timescales. This test revealed that the observed difference in the strength of the anticorrelation for the two variability timescales is still present, with $\rho_S = -0.45, P_S = 7.2 \times 10^{-4}$ ($g_{P1}$ band) for variability on timescales of years, and $\rho_S = -0.60, P_S = 1.9 \times 10^{-6}$ ($g_{P1}$ band) for variability on timescales of months. This finding implies that regardless of the mechanism that causes the anticorrelation between the excess variance and the bolometric luminosity, it must be strongly dependent on the characteristic timescale of the variability.

To estimate the functional dependency of $\sigma^2_{rms}$ on $L_{bol}$, we used the Bayesian linear regression method of Kelly (2007), which considers the measurement uncertainties of the two related quantities. To do this, we fit the linear model $\log \sigma^2_{rms} = \beta + \alpha \log L_{bol,45} + \epsilon$ with $L_{bol,45} = L_{bol}/10^{45}$ erg s$^{-1}$ to the dataset.
In addition to the zeropoint \( \beta \) and the logarithmic slope \( \alpha \), this model also fits the intrinsic scatter \( \epsilon \) inherent to the relation. Since the symmetric error of the excess variance given by Eq. (2) becomes asymmetric in log-space, we used a symmetrized error by taking the average of the upper and lower error. For the error of \( L_{\text{bol}} \), Rosario et al. (2013) observed an rms scatter of 0.11 dex by comparing a subsample of 63 QSOs with spectra from two different datasets, whereas Lusso et al. (2011) found a 1\( \sigma \) dispersion of 0.2 dex for their SED-fitting method for a larger sample. In this work we performed all fits assuming a conservative average uncertainty of 0.15 dex for each AGN.

The fitted values for the 1z2_MBH sample are listed in Table 3 for each considered PS1 band, and the best-fitting model is also displayed in Fig. 5. We note that the model fits produce the same logarithmic slopes, at least within the 1\( \sigma \) errors, for all those PS1 bands showing a significant anticorrelation according to the \( \rho_S \) and \( P_S \) values. A comparison of the two considered variability timescales shows that the determined slopes of the \( \sigma^2_{\text{rms}} \) values measured on timescales of months are systematically steeper. However, within one or two standard deviations, the fitted slopes are consistent with a value of \( \alpha \sim -1 \) for both variability timescales, indicating that the relation may be created by the same physical process\(^2\). We stress that the intrinsic scatter of the relation is only \( 0.2-0.25 \) dex for variability on timescales of months, whereas the scatter is about a factor of two larger for variability on timescales of years. Fitting the linear model to the MBH sample, that is, including the full redshift range, results in very similar slopes for variability measured on timescales of months. But the presence of some high redshift outliers in the larger sample with \( \sigma^2_{\text{rms}} \) measured on timescales of years drives the fitting routine toward much flatter slopes of \( \alpha \sim -0.5 \). Finally, we tested that the anticorrelation between \( \sigma^2_{\text{rms}} \) and \( L_{\text{bol}} \) is also recovered when applying a 3\( \sigma \) cut in the variability detection (see Eq. (3)). For the \( g_{\text{ps}} \) band 1z2_MBH sample, we then obtain \( \rho_S = -0.58 \) and \( P_S = 1.3 \times 10^{-7} \) with fitted parameters of \( \alpha = -0.85 \pm 0.16 \), \( \beta = -1.15 \pm 0.12 \), and \( \epsilon = 0.35 \pm 0.04 \) for timescale variability of years.

2 We found that the assumed \( x \)-axis error strongly affects the derived slope for our fitting routine. Performing test fits with the \( g_{\text{ps}} \) band data yielded slopes of \( -0.70, -0.84, -1.00 \), and \( -1.74 \) using \( \Delta \log L_{\text{bol}} = 0.01, 0.15, 0.2, \) and 0.3, respectively. Larger \( x \)-axis errors therefore systematically steepen the fitted slope, and this effect is particularly strong for large errors. However, the bulk of data points clearly suggests a value of \( -1 \).

### Notes

The values of the 1z2_MBH sample are quoted for \( \sigma^2_{\text{rms}} \) measured on timescales of years (top) and months (bottom).

### Table 2. Spearman correlation coefficient \( \rho_S \) and respective \( p \)-value \( P_S \) of \( \sigma^2_{\text{rms}} \) and \( L_{\text{bol}} \).

<table>
<thead>
<tr>
<th>Filter</th>
<th>( \rho_S )</th>
<th>( P_S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_{\text{ps}} )</td>
<td>-0.57</td>
<td>2.1 \times 10^{-7}</td>
</tr>
<tr>
<td>( r_{\text{ps}} )</td>
<td>-0.47</td>
<td>2.9 \times 10^{-5}</td>
</tr>
<tr>
<td>( i_{\text{ps}} )</td>
<td>-0.49</td>
<td>1.6 \times 10^{-5}</td>
</tr>
<tr>
<td>( z_{\text{ps}} )</td>
<td>-0.27</td>
<td>4.1 \times 10^{-2}</td>
</tr>
</tbody>
</table>

### Table 3. Scaling of \( \sigma^2_{\text{rms}} \) with \( L_{\text{bol}} \).

<table>
<thead>
<tr>
<th>Filter</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_{\text{ps}} )</td>
<td>-0.84 \pm 0.16</td>
<td>-1.16 \pm 0.12</td>
<td>0.36 \pm 0.04</td>
</tr>
<tr>
<td>( r_{\text{ps}} )</td>
<td>-0.74 \pm 0.17</td>
<td>-1.43 \pm 0.13</td>
<td>0.41 \pm 0.04</td>
</tr>
<tr>
<td>( i_{\text{ps}} )</td>
<td>-0.85 \pm 0.19</td>
<td>-1.47 \pm 0.14</td>
<td>0.43 \pm 0.04</td>
</tr>
<tr>
<td>( z_{\text{ps}} )</td>
<td>-0.55 \pm 0.23</td>
<td>-1.73 \pm 0.19</td>
<td>0.42 \pm 0.04</td>
</tr>
</tbody>
</table>

Notes. Fitted values of the relation \( \log \sigma^2_{\text{rms}} = \alpha + \beta \log L_{\text{bol}} + \epsilon \) for each considered PS1 band assuming \( \Delta \log L_{\text{bol}} = 0.15 \). The values for the 1z2_MBH sample are quoted for \( \sigma^2_{\text{rms}} \) measured on timescales of years (top) and months (bottom).

### 4.4. Excess variance versus redshift

In the relations presented above we do not observe any strong evolution with redshift. By correlating the excess variance with the redshift of our AGNs, we find no significant dependency in any band; this is summarized in Table 4. However, we can predict the expected evolution of the variability amplitude with redshift in view of the scaling relations outlined in the previous sections. Since we observe our sources in passbands with a fixed wavelength range, the actual rest-frame wavelength probed by each filter is shifted to shorter wavelength for higher redshift. Towards higher redshift we therefore probe UV variability in the bluest PS1 bands, whereas the redder bands cover the rest-frame optical variability of the AGNs. But we showed in Sect. 4.1 that the variability amplitude generally decreases with
However, we found strong evidence that the intrinsic variability amplitude of AGNs is anticorrelated with bolometric luminosity. The weak selection effect apparent in Fig. A.1 shows that we actually observe the most luminous objects predominantly at higher redshift. From this selection effect alone we would expect an anticorrelation between the excess variance and redshift. The fact that we do not find a dependency of variability on redshift for our AGN sample is most likely the result of the superposition of the two aforementioned effects, which are acting in different directions. This explanation agrees with what we observe in Fig. 7, displaying the excess variance versus redshift and the bolometric luminosity as a color bar. The slight anticorrelation of $\sigma_{\text{rms}}^2$ with redshift is counterbalanced by a positive correlation of the black hole masses is 0.24 dex according to Rosario et al. (2013), but the actual uncertainty might be even larger due to systematic errors. The anticorrelation is apparent for all considered PS1 bands, although it is less robust for the zp1 band. Moreover, comparing the two variability timescales, we find the anticorrelation to be more significant for the $\sigma_{\text{rms}}^2$ values measured on timescales of years, in contrast to what is observed in the relation with $L_{\text{bol}}$. However, given the comparably large uncertainties of the $\lambda_{\text{Edd}}$ values, this difference should not be over-interpreted. In addition, we checked that the $P_S$ and $P_S$ values obtained for the same subsample of objects are very similar for both variability timescales.

### 4.5. Excess variance versus Eddington ratio

The last fundamental AGN parameter for which we can probe correlations with variability is the Eddington ratio. The correlation coefficients and $p$-values suggest an anticorrelation between $\sigma_{\text{rms}}^2$ and $\lambda_{\text{Edd}}$ with high significance for both studied variability timescales in the MBH and the 1z2 MBH sample. The values for the 1z2 MBH sample are quoted in Table 5. However, the relation is not as tight as the one with bolometric luminosity, but the uncertainty of $\lambda_{\text{Edd}}$ is considerably larger because the errors of $L_{\text{bol}}$ and $M_{\text{BH}}$ both contribute to its value. The 1σ dispersion of the black hole masses is 0.24 dex according to Rosario et al. (2013), but the actual uncertainty might be even larger due to systematic errors. The anticorrelation is apparent for all considered PS1 bands, although it is less robust for the zp1 band. Moreover, comparing the two variability timescales, we find the anticorrelation to be more significant for the $\sigma_{\text{rms}}^2$ values measured on timescales of years, in contrast to what is observed in the relation with $L_{\text{bol}}$. However, given the comparably large uncertainties of the $\lambda_{\text{Edd}}$ values, this difference should not be over-interpreted. In addition, we checked that the $P_S$ and $P_S$ values obtained for the same subsample of objects are very similar for both variability timescales.

---

**Table 4.** Spearman correlation coefficient $\rho_S$ and respective $p$-value $P_S$ of $\sigma_{\text{rms}}^2$ and $z$.

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\Delta T \sim$ years</th>
<th>$\Delta T \sim$ months</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_p$</td>
<td>$-0.16$</td>
<td>$1.3 \times 10^{-1}$</td>
</tr>
<tr>
<td>$r_p$</td>
<td>$-0.05$</td>
<td>$5.9 \times 10^{-1}$</td>
</tr>
<tr>
<td>$i_p$</td>
<td>$-0.14$</td>
<td>$1.8 \times 10^{-1}$</td>
</tr>
<tr>
<td>$z_p$</td>
<td>$-0.15$</td>
<td>$1.9 \times 10^{-1}$</td>
</tr>
</tbody>
</table>

**Notes.** The values of the MBH sample are quoted for $\sigma_{\text{rms}}^2$ measured on timescales of years (left column) and months (right column).

---

**Table 5.** Spearman correlation coefficient $\rho_S$ and respective $p$-value $P_S$ of $\sigma_{\text{rms}}^2$ and $\lambda_{\text{Edd}}$.

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\Delta T \sim$ years, 1z2 MBH sample</th>
<th>$\Delta T \sim$ months, 1z2 MBH sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_p$</td>
<td>$-0.52$</td>
<td>$2.6 \times 10^{-6}$</td>
</tr>
<tr>
<td>$r_p$</td>
<td>$-0.56$</td>
<td>$2.7 \times 10^{-7}$</td>
</tr>
<tr>
<td>$i_p$</td>
<td>$-0.48$</td>
<td>$2.9 \times 10^{-5}$</td>
</tr>
<tr>
<td>$z_p$</td>
<td>$-0.25$</td>
<td>$6.5 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

**Notes.** The values of the 1z2 MBH sample are quoted for $\sigma_{\text{rms}}^2$ measured on timescales of years (top) and months (bottom).
We used the same fitting technique as described in Sect. 4.3 with a power-law model of the form \( \log \sigma_{\text{rms}}^2 = \beta + \alpha \log M_{\text{Edd}} + \epsilon \) to find the scaling of \( \sigma_{\text{rms}}^2 \) with \( M_{\text{Edd}} \). For the error of \( M_{\text{Edd}} \) we assumed \( \Delta \log L_{\text{bol}} = 0.15 \) and \( \Delta \log M_{\text{BH}} = 0.25 \) for each AGN, added in quadrature. The results are listed in Table 6, and we show the data with the fitted relation for the \( r_1 \) band in Fig. 8 for the 1z2 MBH sample. We note that owing to the large error bars of the Eddington ratio and the large scatter in the anticorrelation, the uncertainties of the fitted parameters are quite large. Considering those PS1 bands that exhibit a significant anticorrelation, that is, the \( gp_1 \), \( rp_1 \) and \( ip_1 \) bands, we find logarithmic slopes very similar to those of the \( L_{\text{bol}} \) relation with \( \alpha \sim -1 \) within the 1σ errors for both variability timescales. The intrinsic scatter of the relation between \( \sigma_{\text{rms}}^2 \) and \( M_{\text{Edd}} \) is \(-0.2–0.4 \) dex.

In contrast to the well-established anticorrelation of optical variability and luminosity, the actual dependency of the variability amplitude on the Eddington ratio is less clear, but evidence for an anticorrelation was detected in previous investigations (Wilhite et al. 2008; Bauer et al. 2009; Ai et al. 2010; MacLeod et al. 2010; Zuo et al. 2012; Kelly et al. 2013). The highly significant anticorrelations between \( \sigma_{\text{rms}}^2 \) and the quantities \( M_{\text{Edd}} \) and \( \lambda_{\text{Edd}} \) reported in this work strongly support the idea that the accretion rate is the main driver of optical variability.

### 5. Power spectrum analysis

We did not correct our \( \sigma_{\text{rms}}^2 \) measurements for the range in redshift covered by our sources, but the excess variance depends on the rest-frame time intervals sampled by a light curve, therefore our results may be weakly biased, although we did not find any strong trend with redshift. Furthermore, the individual segments of the MDF04 light curves used in calculating the excess variance on timescales of months do not have the same length in general, introducing further biases on these timescales. However, we can independently verify our results by applying the CARMA modeling of variability described in Kelly et al. (2014), which does not suffer from the latter problems. What is more, this model allows an in-depth study of the PSDs of our light curves.

We also performed the fits using larger uncertainties of \( \Delta \log M_{\text{BH}} = 0.3–0.4 \). However, because of the systematic steepening of the derived slopes for larger \( x \)-axis errors we reported in Sect. 4.3, these errors lead to slopes that are much steeper than the overall distribution of the data implies.

#### Notes

Fitted values of the relation \( \log \sigma_{\text{rms}}^2 = \beta + \alpha \log M_{\text{Edd}} + \epsilon \) for each considered PS1 band assuming \( \Delta \log L_{\text{bol}} = 0.15 \) and \( \Delta \log M_{\text{BH}} = 0.25 \). The values of the 1z2 MBH sample are quoted for \( \sigma_{\text{rms}}^2 \) measured on timescales of years (top) and months (bottom).

#### 5.1. Fitting the CARMA model

To model our light curves as a CARMA(\( p, q \)) process, we used the software package provided by Kelly et al. (2014), which includes an adaptive Metropolis MCMC sampler, routines for obtaining maximum-likelihood estimates of the CARMA parameters, and tools for analyzing the output of the MCMC samples. Finding the optimal order of the CARMA process for a given light curve can be difficult, and there are several ways to select \( p \) and \( q \). Following Kelly et al. (2014), we chose the order of the CARMA model by invoking the corrected Akaike Information Criterion (AICc; Akaike 1973; Hurvich & Tsai 1989). The AICc for a time series of \( N \) values \( y = y_1, ..., y_N \) is defined by

\[
\text{AICc} \left( p, q \right) = 2k - 2 \log p \left( \theta_{\text{mle}} \right) + \frac{2k(k+1)}{N-k-1}
\]

with \( k \) the number of free parameters, \( p \left( \theta_{\text{mle}} \right) \) the likelihood function of the light curve, and \( \theta_{\text{mle}} \) the maximum-likelihood estimate of the CARMA model parameters summarized by the symbol \( \theta \). The optimal CARMA model for a given light curve

---

Table 6. Scaling of \( \sigma_{\text{rms}}^2 \) with \( M_{\text{Edd}} \).

<table>
<thead>
<tr>
<th>Filter</th>
<th>( \Delta T \sim \text{years, 1z2 MBH sample} )</th>
<th>( \Delta T \sim \text{months, 1z2 MBH sample} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_1 )</td>
<td>( \alpha = -1.37 \pm 0.38 )</td>
<td>( \alpha = -1.16 \pm 0.89 )</td>
</tr>
<tr>
<td>( r_1 )</td>
<td>( \beta = -2.97 \pm 0.34 )</td>
<td>( \beta = -3.53 \pm 0.85 )</td>
</tr>
<tr>
<td>( i_1 )</td>
<td>( \epsilon = 0.28 \pm 0.07 )</td>
<td>( \epsilon = 0.33 \pm 0.07 )</td>
</tr>
</tbody>
</table>

---

Fig. 8. Excess variance (\( r_1 \) band) measured on timescales of years (top) and months (bottom) versus \( \lambda_{\text{Edd}} \) for the 1z2 MBH sample. The best-fit power law and other symbols are displayed as in Fig. 5.
5.2. Quantifying the model fit

As outlined in Kelly et al. (2014), the accurateness of the CARMA model fit can be tested by investigating the properties of the standardized residuals $\chi_i$. The latter are given by

$$
\chi_i = \frac{y_i - E(y_i|y_i^{<i}, \theta_{\text{map}})}{\sqrt{\text{Var}(y_i|y_i^{<i}, \theta_{\text{map}})}},
$$

where $y_i = y_1, ..., y_{i-1}$ and $\theta_{\text{map}}$ is the maximum a posteriori value of the CARMA model parameters. The expectation value $E(y_i|y_i^{<i}, \theta_{\text{map}})$ and variance $\text{Var}(y_i|y_i^{<i}, \theta_{\text{map}})$ of the light curve point $y_i$ given all previous values under the CARMA model are calculated using the Kalman filter (Jones & Ackerson 1990), see also Appendix A of Kelly et al. (2014). If the Gaussian CARMA model provides an adequate description of a light curve, then the $\chi_i$ should follow a normal distribution with zero mean and unit standard deviation. Moreover, the sequence of $\chi_1, ..., \chi_N$ should resemble a Gaussian white noise sequence, that is, the autocorrelation function (ACF) at time lag $\tau$ of the sequence of residuals should be uncorrelated and be normally distributed with zero mean and variance $1/N$. Likewise, the sequence of $\chi_1^2, ..., \chi_N^2$ should also be a Gaussian white noise sequence with an ACF distribution of zero mean and variance $1/N$.

For each of our sources we visually inspected the three properties of the residuals. We found that more than 90% of the AGN light curves of our sample do not exhibit strong deviations from the expected distributions of the residuals in any of the four studied bands. We show the interpolated $g_{P1}$ band flux light curve, the distribution of the residuals and the distributions of the ACF of the sequence of residuals and their square in Fig. 9 for two AGNs of our sample. The AGN with XID 2391 (upper panel of Fig. 9) is best modeled by a CARMA(3,0) process according to the minimization of the AICc. There is no evidence for a deviation from a Gaussian CARMA process because the residuals closely follow the expected normal distribution and the sample autocorrelations of the residuals and their square lie well within the $2\sigma$ interval for all but one time lag. In contrast, the AGN with XID 30 (lower panel of Fig. 9), which is best fit by a CARMA(2,0) process, slightly deviates from the expected distribution. Since the histogram of the residuals is significantly narrower than the standard normal, a Gaussian process may not be the best description for this light curve. The light curve indicates weak periodic behavior, which may cause the difference from the normal distribution. However, the observed periodicity is probably a coincidence as a result of the irregular sampling pattern, and in fact the PSD of this source does not show any signature of a quasi-periodic oscillation (QPO). Nonetheless, the data suggest that the autocorrelation structure is correctly described by the CARMA model for this object.

In general, we observe that the CARMA model performs more poorly for the light curves of our sample that have fewer than ~40 data points. Additionally, light curves exhibiting a long-term trend of rising or falling fluxes that is not reversed within the total length of the observations also deviate somewhat from the Gaussian distribution of the residuals. In the following analysis we exclude sources revealing very strong deviations from a Gaussian white noise process. Finally, we also tested the

---

4 We note that running the MCMC sampler without parallel tempering or with ten parallel chains leads to essentially indistinguishable results for our data.
CARMA model using the magnitude light curves of our AGNs, that is, modeling the log of the flux. We found, however, that in this case the residuals deviate more strongly from a Gaussian white noise process for many more sources than using the flux light curves. Therefore we only present the results obtained with fluxes throughout this work.

5.3. Optical PSD shape

Following the procedure described in Sects. 5.1 and 5.2, we derived the optical PSDs for the objects of the total sample in four PS1 bands, removing those sources from our sample that exhibit significant deviations from a Gaussian white noise process. The shape of the modeled PSDs resembles a broken power law for all of our sources. In Fig. 10 we display four representative $g_{P1}$ band PSDs of our sample together with the error bounds containing 95% of the probability on the PSD. Since the modeled PSD should not be evaluated down to arbitrarily low variability amplitudes, we show two estimates of the level of measurement noise in our data. The gray line in Fig. 10 corresponds to the value of $2\langle \Delta t \rangle \sigma_y^2$, where $\langle \Delta t \rangle$ and $\langle \sigma_y^2 \rangle$ are the average sampling timescale and measurement noise variance. Because of the large gaps between the well-sampled segments of our light curves, the median may give a better estimate, and the red line in Fig. 10 indicates the value of $2\text{median} \langle \Delta t \rangle \text{median} \sigma_y^2$.

We find that most of our sources are best described by a CARMA(2,0) process (detailed fractions are given below for the final sample we consider for the remaining paper), meaning that the preferred model PSD is simply given by

$$\text{PSD}(\nu) = \left| \frac{\sigma_y^2}{\alpha_0 + \alpha_1 (2\pi i \nu + (2\pi i \nu)^2)^2} \right|^2,$$  

which only depends on the variance of the driving Gaussian white noise process and the first two autoregressive coefficients. This PSD may be interpreted in terms of the equivalent expression of a sum of Lorentzian functions, where the roots $r_k$ of the autoregressive polynomial determine the widths and centroids of the individual Lorentzians (see Kelly et al. 2014 for details). However, in this work we aim to compare our results directly...
with previous studies parametrizing the PSD as a broken power law of the form

$$ \text{PSD}(\nu) = \begin{cases} A \nu^{-\gamma_1}, & \nu \leq \nu_b \\ A \nu^{-\gamma_2}, & \nu > \nu_b, \end{cases} \tag{12} $$

with some amplitude $A$, the break frequency $\nu_b$, a low-frequency slope $\gamma_1$, and a high-frequency slope $\gamma_2$. We fit this model to our derived PSDs using the Levenberg-Marquardt-Algorithm. For some of our objects the uncertainties on the PSD are so large that the broken power law fit is very poorly defined. Therefore we visually inspected every power-law fit and removed the sources from our sample for which the fit failed completely or was of low quality. During the fitting process we only considered the values above the noise level 2 and 3σ regions of the maximum likelihood PSD sample. We note that very similar characteristic timescales for optical quasar light curves have been reported by researchers using the damped random walk model (Kelly et al. 2009; MacLeod et al. 2010). However, the range of our $T_{\text{br}}$ values is quite narrow, whereas Kelly et al. (2009) and MacLeod et al. (2010) also observed characteristic timescales of several tens of days and several years for their objects. In addition, we find that the low-frequency slope $\gamma_1$ is close to a value of -1 for most of our sources. The sample average is $-1.08 (g_{P1}), -1.11 (r_{P1}), -1.17 (i_{P1}), -1.21 (z_{P1})$ with a sample standard deviation of 0.31 ($g_{P1}$), 0.32 ($r_{P1}$), 0.37 ($i_{P1}$), and 0.33 ($z_{P1}$). However, in order for the total variability power to stay finite, there must be a second break at lower frequencies after which the PSD flattens to $\gamma_1 = 0$. A flat low-frequency PSD is still possible within the 2σ or 3σ regions of the maximum likelihood PSD for many of our objects. Furthermore, we observe a wide range of high-frequency slopes $\gamma_2$ showing no clear preference with values between $\sim -2$ and $\sim -4$. This result suggests that optical PSDs of AGNs decrease considerably steeper than the corresponding X-ray PSDs at high frequencies, which are typically characterized by a slope of $-2$. This agrees with recent results obtained with high-quality optical Kepler light curves, yielding high-frequency slopes of $-2.5, -3$, or even $-4$ (Mushotzky et al. 2011; Edelson et al. 2014; Kasliwal et al. 2015). What is more,
the distributions of \( \gamma_1 \) and \( \gamma_2 \) reveal significant deviations from the simple damped random walk model, which is characterized by a flat PSD at low frequencies and a slope of \(-2\) at high frequencies. We emphasize that we fit very similar parameters of the broken power law in all four studied PS1 bands. This is consistent with the fact that our light curves vary approximately simultaneously in all PS1 bands, with time lags of a few days at most. The latter result is supported by a cross-correlation function (CCF) analysis we performed with our light curves using the standard interpolation CCF method (Gaskell & Sparke 1986; White & Peterson 1994). A comparison of the fitted parameters in the different PS1 bands is depicted in Appendix B.

### 5.4. Comparison of \( \sigma_{\text{rms}}^2 \) and the integrated PSD

The excess variance is defined to measure the integral of the PSD over the frequency range covered by a light curve (see Eq. (4)), therefore it is interesting to compare the \( \sigma_{\text{rms}}^2 \) measurement with the value of the integrated CARMA PSD for each object. This allows for a consistency test of the two variability methods.

We integrated each rest-frame PSD within the limits \( \nu_{\text{min}} = 1/T \) and \( \nu_{\text{max}} = 1/(2\text{median}(\Delta t)) \), where \( T \) is the rest-frame light-curve length and \( \text{median}(\Delta t) \) the median rest-frame sampling timescale. First of all, we checked that integrating the maximum-likelihood estimate of the PSD (black curve in Fig. 11) and the fitted broken power law PSD (red dashed curve in Fig. 11) yield consistent results. Denoting the integral of the maximum-likelihood estimate of the PSD by \( \sigma_{\text{rms}}^2 \) (FIT) and the integral of the broken power law PSD by \( \sigma_{\text{rms}}^2 \) (FIT), we find an average value of \( (\sigma_{\text{rms}}^2 \text{(FIT)} - \sigma_{\text{rms}}^2 \text{(MLE)}) = 1.6 \times 10^{-4} \) with a standard deviation of \( 1.2 \times 10^{-4} \) for the 156 sources of the \( g_{\text{P1}} \) band PSD sample. In contrast, as displayed in Fig. 13, there is a systematic offset for the same objects upward of the one-to-one relation, with a slight tilt with respect to the latter comparing \( \sigma_{\text{rms}}^2 \) (MLE) with the excess variance \( (\sigma_{\text{rms}}^2) \) calculated after Eq. (1). We observe that \( \sigma_{\text{rms}}^2 \) is on average a factor of \(-2\)–\(-3\) larger than \( \sigma_{\text{rms}}^2 \) (MLE) for our sources.

Part of this difference may be explained by noting that the CARMA model light-curve fits tend to omit outlier measurements in our light curves (see, e.g., Fig. 9), whereas all outliers contribute to the value of the excess variance. Moreover, as shown by Allevato et al. (2013), \( \sigma_{\text{rms}}^2 \) is a biased estimator of the intrinsic normalized source variance. The authors observed that an excess variance measurement of sparsely sampled light curves differs from the intrinsic normalized variance by a bias factor of \( 1.2, 1.0, 0.6, 0.3, \) and \( 0.14 \) for an underlying PSD with a power law slope of \(-1, -1.5, -2, -2.5, \) and \(-3\), respectively. However, they did not study the case of a broken power law PSD. All of our sources exhibit a broken power law PSD with a low-frequency slope of \(-1\) and a high-frequency slope ranging between \(-2\) and \(-4\), which leads to expecting an average bias factor somewhere between \(-0.3\)–\(-1.0\) for a \( \sigma_{\text{rms}}^2 \) value that is integrating the bend of the PSD for sparsely sampled light curves. This may be another reason for the factor of \(-2\)–\(-3\) difference between our \( \sigma_{\text{rms}}^2 \) measurements and the values suggested by the CARMA PSDs. Finally, we point out that integrating the curve corresponding to the \( 2\sigma \) upper error bound of the PSD increases the integral by a factor of \(-2\) on average. Therefore the excess variance, which does not rely on any statistical property of the light curve, and the rather complex CARMA method yield consistent variability measurements at least within the 95% error on the PSD.

### 5.5. Scaling of the optical break frequency

The shape of the optical PSD reported in the previous section shows that the break frequency is the most characteristic feature because it separates two very different variability regimes. For this reason, it may be possible to gain insight into the physical system at work, if this characteristic frequency scales with fundamental AGN physical properties.

Surprisingly, we do not find a statistically significant correlation of the measured break frequencies with any of the AGN parameters for the PSD\_MBH sample. The Spearman rank order correlation coefficients of \( \nu_{\text{br}} \) and \( M_{\text{BH}} \) are \(-0.05 \) (\( g_{\text{P1}} \)), \(-0.24 \) (\( r_{\text{P1}} \)), \(-0.08 \) (\( i_{\text{P1}} \)), and \(-0.02 \) (\( z_{\text{P1}} \)) with \( p\)-values of \( 0.61 \) (\( g_{\text{P1}} \)), \( 0.03 \) (\( r_{\text{P1}} \)), \( 0.52 \) (\( i_{\text{P1}} \)), and \( 0.91 \) (\( z_{\text{P1}} \)). Similarly, correlating \( \nu_{\text{br}} \) and \( L_{\text{bol}} \) gives \( p\)-values of \( 0.23 \) (\( g_{\text{P1}} \)), \( 0.06 \) (\( r_{\text{P1}} \)), \( 0.10 \) (\( i_{\text{P1}} \)), and \( 0.12 \) (\( z_{\text{P1}} \)) with \( p\)-values of \( 0.03 \) (\( g_{\text{P1}} \)), \( 0.61 \) (\( r_{\text{P1}} \)), \( 0.39 \) (\( i_{\text{P1}} \)), and \( 0.38 \) (\( z_{\text{P1}} \)). Although the blue bands exhibit some evidence for a positive correlation between \( \nu_{\text{br}} \) and \( L_{\text{bol}} \) with large scatter, the correlation is not significant and not present considering the other bands with \( p\)-values of \( 0.28 \) (\( g_{\text{P1}} \)), \( 0.28 \) (\( r_{\text{P1}} \)), \( 0.14 \) (\( i_{\text{P1}} \)), and \( 0.20 \) (\( z_{\text{P1}} \)) with \( p\)-values of \( 9.1 \times 10^{-3} \) (\( g_{\text{P1}} \)), \( 0.01 \) (\( r_{\text{P1}} \)), \( 0.25 \) (\( i_{\text{P1}} \)), and \( 0.15 \) (\( z_{\text{P1}} \)). In Fig. 14 we plot the break frequency against these AGN parameters for the \( g_{\text{P1}} \) band PSD\_MBH sample. Even though it is possible that there might be a hidden correlation within the large uncertainties of the involved quantities, the results obtained with the four PS1 bands suggest that such a correlation must be rather weak.

These findings are at odds with previous variability studies. It is well known, for example, that \( \nu_{\text{br}} \) scales inversely with \( M_{\text{BH}} \) and may also be linearly correlated with \( L_{\text{bol}} \) in the X-ray bands (McHardy et al. 2006; González-Martín & Vaughan 2012). Furthermore, optical variability investigations found evidence that the characteristic timescale of the damped random walk model is correlated with \( M_{\text{BH}} \) and luminosity (Kelly et al. 2009; MacLeod et al. 2010). Finally, if the break timescale is associated with a characteristic physical timescale of the system,

---

5 The bias factor is defined by \( b = \sigma_{\text{band, norm}}^2 / (\sigma_{\text{rms}}^2) \), with the intrinsic band normalized variance \( \sigma_{\text{band, norm}} \) (see Eq. (4) in Allevato et al. 2013). The average value \( (\sigma_{\text{rms}}^2) \) is calculated from observing 5000 simulated light curves sampled from the underlying PSD. Therefore multiplying \( \sigma_{\text{rms}}^2 \) with \( b \) yields (on average) the unbiased estimate.
we would expect a positive correlation with \( M_{\text{BH}} \). This follows from the fact that relevant timescales such as the light crossing time, the gas orbital timescale, and the thermal and viscous timescales of the accretion disk all increase with \( M_{\text{BH}} \) (see, e.g. Treves et al. 1988). For reference, the dashed lines in the top panel of Fig. 14 show the frequency scaling with \( M_{\text{BH}} \) for the orbital \( T_{\text{orb}} \sim 3.3 (R/10R_\odot)^{3/2} (M_{\text{BH}}/10^8 M_\odot) \), thermal \( t_\text{th} = \alpha^{-1} t_{\text{th,orb}} \), and viscous \( t_{\text{vis}} = (H/R) t_{\text{th,orb}} \) timescale assuming a viscosity parameter of \( \alpha = 0.1 \) and a ratio of the disk scale height to radius of \( H/R = 0.1 \) at a distance of 10R_\odot, where R_\odot denotes the Schwarzschild radius. Although the derived \( T_{\text{th}} \) values of our sample seem to be uncorrelated with \( M_{\text{BH}} \), the magnitude of the timescales are roughly consistent with \( t_{\text{th}} \) at some 10R_\odot (we recall that the \( q_{P1} \) band data shown in Fig. 14 are rest-frame UV data for the majority of objects). We stress, however, that the parameter space of our sample covers only a small range in frequencies, and it may be possible that a correlation appears for a much larger sample of objects spanning a wide range of values.

### 5.6. Scaling of the optical PSD amplitude

Another important characteristic of the PSD is its normalization, stating the amplitude of the PSD for each source. We tested for correlations of the PSD amplitude, which is given by \( \text{PSD}_{\text{amp}} = A_{\text{vbr}} \), with the fundamental AGN parameters \( M_{\text{BH}}, L_{\text{bol}} \), and \( \lambda_{\text{Edd}} \) using the PSD_MBH sample. As was observed for our excess variance measurements, there is no significant correlation between the variability amplitude and the black hole mass. Spearman’s \( r \) for \( \text{PSD}_{\text{amp}} \) and \( M_{\text{BH}} \) reads \( -0.02 \left(\text{g}_{\text{P1}}, \right), 0.07 \left(\text{r}_{\text{P1}}\right), 0.08 \left(\text{i}_{\text{P1}}\right), \) and 0.00 \( \left(\text{z}_{\text{P1}}\right) \) with \( p \)-values of 0.56 \( \left(\text{g}_{\text{P1}}\right), 0.56 \left(\text{r}_{\text{P1}}\right), 0.50 \left(\text{i}_{\text{P1}}\right), \) and 1.0 \( \left(\text{z}_{\text{P1}}\right) \). However, we find very significant evidence that \( \text{PSD}_{\text{amp}} \) is anticorrelated with \( L_{\text{bol}} \) and \( \lambda_{\text{Edd}} \) for all of the four studied PS1 bands. The \( \rho_S \) and \( P_S \) values of \( \text{PSD}_{\text{amp}} \) and \( L_{\text{bol}} \) are \( -0.39 \left(\text{g}_{\text{P1}}\right), -0.41 \left(\text{r}_{\text{P1}}\right), -0.47 \left(\text{i}_{\text{P1}}\right), \) and \( -0.41 \left(\text{z}_{\text{P1}}\right) \) and \( 1.3 \times 10^{-4} \left(\text{g}_{\text{P1}}\right), 1.8 \times 10^{-4} \left(\text{r}_{\text{P1}}\right), 3.2 \times 10^{-3} \left(\text{i}_{\text{P1}}\right), \) and \( 2.1 \times 10^{-3} \left(\text{z}_{\text{P1}}\right) \), respectively. The anticorrelation is even more significant for \( \text{PSD}_{\text{amp}} \) and \( \lambda_{\text{Edd}} \) with \( \rho_S \) values of \( -0.39 \left(\text{g}_{\text{P1}}\right), -0.45 \left(\text{r}_{\text{P1}}\right), -0.50 \left(\text{i}_{\text{P1}}\right), \) and \( -0.45 \left(\text{z}_{\text{P1}}\right) \), respectively. The anticorrelation is even more significant for \( \text{PSD}_{\text{amp}} \) and \( \lambda_{\text{Edd}} \) with \( \rho_S \) values of \( -0.39 \left(\text{g}_{\text{P1}}\right), -0.45 \left(\text{r}_{\text{P1}}\right), -0.50 \left(\text{i}_{\text{P1}}\right), \) and \( -0.45 \left(\text{z}_{\text{P1}}\right) \), respectively. The anticorrelation is even more significant for \( \text{PSD}_{\text{amp}} \) and \( \lambda_{\text{Edd}} \) with \( \rho_S \) values of \( -0.39 \left(\text{g}_{\text{P1}}\right), -0.45 \left(\text{r}_{\text{P1}}\right), -0.50 \left(\text{i}_{\text{P1}}\right), \) and \( -0.45 \left(\text{z}_{\text{P1}}\right) \), respectively. The anticorrelation is even more significant for \( \text{PSD}_{\text{amp}} \) and \( \lambda_{\text{Edd}} \) with \( \rho_S \) values of \( -0.39 \left(\text{g}_{\text{P1}}\right), -0.45 \left(\text{r}_{\text{P1}}\right), -0.50 \left(\text{i}_{\text{P1}}\right), \) and \( -0.45 \left(\text{z}_{\text{P1}}\right) \), respectively. The anticorrelation is even more significant for \( \text{PSD}_{\text{amp}} \) and \( \lambda_{\text{Edd}} \) with \( \rho_S \) values of \( -0.39 \left(\text{g}_{\text{P1}}\right), -0.45 \left(\text{r}_{\text{P1}}\right), -0.50 \left(\text{i}_{\text{P1}}\right), \) and \( -0.45 \left(\text{z}_{\text{P1}}\right) \), respectively.

### Table 7. Scaling of \( \text{PSD}_{\text{amp}} \) with \( L_{\text{bol}} \) and \( \lambda_{\text{Edd}} \).

<table>
<thead>
<tr>
<th>Filter</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_{\text{P1}} )</td>
<td>-0.35 ± 0.10</td>
<td>-2.28 ± 0.08</td>
<td>0.33 ± 0.03</td>
</tr>
<tr>
<td>( r_{\text{P1}} )</td>
<td>-0.53 ± 0.16</td>
<td>-2.32 ± 0.11</td>
<td>0.41 ± 0.04</td>
</tr>
<tr>
<td>( i_{\text{P1}} )</td>
<td>-0.83 ± 0.19</td>
<td>-2.32 ± 0.12</td>
<td>0.41 ± 0.04</td>
</tr>
<tr>
<td>( z_{\text{P1}} )</td>
<td>-0.55 ± 0.18</td>
<td>-2.54 ± 0.14</td>
<td>0.41 ± 0.05</td>
</tr>
</tbody>
</table>

Notes. Fitted values of the relation \( \log \text{PSD}_{\text{amp}} = \beta + \alpha \log x + \epsilon \) for each considered PS1 band of the PSD_MBH sample with \( x = L_{\text{bol}}, \lambda_{\text{Edd}} \) assuming \( \Delta \log L_{\text{bol}} = 0.15 \) and \( \Delta \log M_{\text{BH}} = 0.25 \).

![Fig. 14. Optical break frequency (\( q_{\text{P1}} \) band PSD_MBH sample) versus \( M_{\text{BH}} \), color coded with \( L_{\text{bol}} \) (top) and \( \lambda_{\text{Edd}} \), color coded with redshift (bottom). The black error bars are the average values. There is no significant evidence for a correlation with these AGN parameters. The dashed lines in the top panel correspond to the expected scaling of the orbital, thermal and viscous timescales at 10R_\odot, see text for details.](image-url)
Fig. 15. PSD amplitude (iP1 band PSD_MBH sample) versus $\lambda_{\mathrm{Edd}}$ (top) and $L_{\mathrm{bol}}$ (bottom). The redshift is given as a color bar. The best-fit power law and other symbols are displayed as in Fig. 5.

relating the excess variance with these quantities (see Tables 3 and 6) and suggest a common value of $\alpha \sim -1.5$.

5.7. Scaling of the high-frequency PSD slope

Finally, we observe a weak tendency for the high-frequency slope $\gamma_2$ of the optical PSD to scale inversely with $M_{\mathrm{BH}}$ and $L_{\mathrm{bol}}$. This would imply that high-frequency variability is increasingly suppressed in higher mass systems. We show the scaling of the iP1 band slope $\gamma_2$ with $M_{\mathrm{BH}}$ in Fig. 16. Obviously, there are many outliers and the scatter in the relation is very large. Furthermore, these anticorrelations are statistically significant only in the blue PS1 bands and essentially disappear in the red PS1 bands. Spearman’s r of $\gamma_2$ and $M_{\mathrm{BH}}$ for the PSD_MBH sample is given by $-0.42$ (gP1), $-0.36$ (rP1), $-0.30$ (iP1), and $-0.11$ (zP1) with p-values of $3.4 \times 10^{-3}$ (gP1), $1.1 \times 10^{-3}$ (rP1), $1.1 \times 10^{-2}$ (iP1), and 0.42 (zP1). The corresponding values of $\rho_S$ for $\gamma_2$ and $L_{\mathrm{bol}}$ are $-0.41$ (gP1), $-0.26$ (rP1), $-0.02$ (iP1), and $-0.10$ (zP1) with p-values of $7.1 \times 10^{-3}$ (gP1), $2.0 \times 10^{-2}$ (rP1), $0.85$ (iP1), and 0.47 (zP1). We note that the high-frequency part of the PSD mostly covers low-variability amplitudes close to the estimated noise level. For this reason the uncertainty on the high-frequency PSD is quite large for many of our sources, leading to poorly defined $\gamma_2$ values. Therefore it may well be that these anticorrelations are only a coincidence and are not present for a much larger sample.

Nevertheless, the anticorrelation between $\gamma_2$ and $M_{\mathrm{BH}}$ is clearly apparent when we graphically compare the high-frequency PSD for three different bins of black hole mass, as shown in Fig. 17. This figure presents the median high-frequency PSD for each $M_{\mathrm{BH}}$ bin after properly scaling the PSD to the values at $\nu_{br}$. In this way, the PSD of each object is mapped to the same unit scale, and we can take the median at every frequency to obtain a typical PSD for each black hole mass bin. As it can be seen from Fig. 17 the slope of the median PSD is systematically steeper for higher mass systems, as suggested by the distribution of the fitted slopes displayed in Fig. 16. Future studies, using much larger samples, may be able to validate the observed anticorrelation.

6. Discussion

The power spectrum analysis performed in this work indicates that the optical PSD of AGNs can be described by a broken power law with a low-frequency slope of $\gamma_1 \sim -1$ and a
high-frequency slope $\gamma_2$ ranging from $-2$ to $-4$ with no preferred value. The characteristic bend in the PSD occurs at a break timescale between $\sim$100 and $\sim$300 days for our objects. We note that these values are higher than the expected X-ray break timescales of our sources. According to the scaling relation $\nu_{br} = 0.003 \lambda_\text{Edd} (M_{\text{BH}}/10^7 M_\odot)^{-1}$ reported by McHardy et al. (2006), the X-ray break timescales for the sample average of $(\lambda_{\text{Edd}}) = 0.15$ and log $M_{\text{BH}} = 7.8$, and 9 are $\sim$0.3, 3, and 30 days, whereas for the sample average mass (log $M_{\text{BH}}$) = 8.5 and $\lambda_{\text{Edd}} = 0.01$, 0.1, and 1 they read $\sim$120, 12, and 1.2 days, respectively. Furthermore, we observe that the PSD amplitude scales inversely with $L_{\text{bol}} \propto M$ with a logarithmic slope of $-\sim1$. Assuming the power law PSD of Eq. (12), we can predict the expected scaling of the excess variance by performing the integral according to Eq. (4), giving three different cases depending on the integration limits

$$
\sigma_{\text{rms}}^2 \propto \begin{cases} 
M^{-1} \frac{\nu_{\text{max}}^{\nu_{\text{max}}+1} - \nu_{\text{max}}^{\nu_{\text{max}}+1}}{\nu_{\text{min}}^{\nu_{\text{min}}+1} - \nu_{\text{min}}^{\nu_{\text{min}}+1}}, & \nu_{\text{min}} > \nu_{\text{br}} \\
M^{-1} \ln \left( \frac{\nu_{\text{max}}^{\nu_{\text{max}}+1}}{\nu_{\text{min}}^{\nu_{\text{min}}+1}} + \frac{\nu_{\text{min}}^{\nu_{\text{min}}+1}}{\nu_{\text{max}}^{\nu_{\text{max}}+1}} \right), & \nu_{\text{min}} < \nu_{\text{br}} < \nu_{\text{max}} \\
M^{-1} \ln \left( \frac{\nu_{\text{min}}^{\nu_{\text{min}}+1}}{\nu_{\text{max}}^{\nu_{\text{max}}+1}} \right), & \nu_{\text{max}} < \nu_{\text{br}}. 
\end{cases}
$$

(13)

Given the observed break timescales of our objects, this means that measuring $\sigma_{\text{rms}}^2$ on timescales of one to three years corresponds to the middle case of Eq. (13), whereas calculating $\sigma_{\text{rms}}^2$ on timescales of one to three months we are probing the high-frequency part of the PSD (upper case of Eq. (13)). We note that due to PSD$_{\text{imp}} \propto \nu^{-\alpha}$, we expect an anticorrelation between $\sigma_{\text{rms}}^2$ and $L_{\text{bol}}$ regardless of the frequencies sampled by the light curve. Moreover, since we do not find any significant correlation between $\nu_{\text{br}}$ and the AGN parameters, the different scaling of $\sigma_{\text{rms}}^2$ with $\nu_{\text{br}}$ for each of the three cases of Eq. (13) does not introduce further dependencies on $M_{\text{BH}}$, $L_{\text{bol}}$ or $\lambda_{\text{Edd}}$. Therefore the observed relations for the excess variance are consistent with the results obtained in our PSD analysis. These findings are very different from the results of previous X-ray variability studies, however, which suggested that the observed anticorrelation between the X-ray excess variance and $M_{\text{BH}}$ is introduced by the relation $\nu_{\text{br}} \propto M_{\text{BH}}^{-1}$ (McHardy et al. 2006). We stress, however, that Ponti et al. (2012) proposed PSD$_{\text{imp}} \propto M^\alpha$ with $\alpha \sim -0.8$, remarkably similar to the value derived in this work, in order to explain their X-ray excess variance results. We note that directly comparing our findings with the results of X-ray variability studies requires assuming a strong temporal coupling between the variability of the two spectral regimes. A fair comparison would only be possible by analyzing simultaneous X-ray and UV/optical light curves.

Many researchers found correlations between the optical variability properties and physical parameters of AGNs that are similar to those we reported here. However, to date there is no self-consistent and physically motivated explanation for all the observed scalings. Although it is possible to predict correlations between the variability amplitude and the AGN parameters (also an anticorrelation with $L_{\text{Edd}}$) within the standard $\alpha$-disk prescription (Shakura & Sunyaev 1973) by assuming global fluctuations of $M$ (e.g., Zuo et al. 2012; Meusinger & Weiss 2013), the resulting scaling relations are much flatter than the observed ones. What is more, the typical timescales of optical variability are much shorter than the time needed for global changes of the mass accretion rate in the entire disk, associated with the sound crossing or viscous timescale (Courvoisier & Clavel 1991; Uttley & Casella 2014; Ruan et al. 2014; Kokubo 2015). For this reason it is unlikely that global accretion rate changes are the sole driver of optical variability.

A promising alternative may be the strongly inhomogeneous disk model proposed by Dexter & Agol (2011) in which many independent local temperature fluctuations account for the flux variability. Within this toy model the accretion disk is subdivided into $N$ varying regions that are allowed to fluctuate according to a damped random walk with an amplitude $\sigma_T$ about the mean temperature of the standard geometrically thin optically thick accretion disk. The total variance is proportional to $N^{-1}$, and Dexter & Agol (2011) were able to explain the observed 10–20% amplitudes of optical variability for $N \sim 10^2$–$10^3$ and $\sigma_T \sim 0.35$–0.5 dex. However, Kokubo (2015) argued that the inhomogeneous disk model can not adequately explain the tight inter-band flux-flux correlations of optical variability, which are also present in our light curves.

Although both global mass accretion rate changes and localized temperature fluctuations can not predict all characteristics of AGN variability, it may well be that both mechanisms act in parallel. Slowly changing values of $M$, occurring on timescales of thousands to millions of years, regulate the global long-term accretion state of an AGN, whereas a large number of localized disk inhomogeneities may account for the observed short-term variability. Disk inhomogeneities are likely to develop in a turbulent accretion flow due to the thermal, magnetorotational, or Parker instabilities. In addition, considering that our sources are luminous quasars, the accretion disks are probably radiation pressure dominated, and therefore the radiation pressure instability may also play an important role (Blaes 2014; Uttley & Casella 2014). We observed that the variability amplitude is anticorrelated with the bolometric luminosity and the Eddington ratio. These anti-correlations may be qualitatively explained by assuming that more luminous quasars with a higher mass accretion rate develop a greater number $N$ of disk inhomogeneities due to an enhanced radiation pressure instability, leading to a smaller total variance in flux according to the inhomogeneous disk model.

The fundamental accretion disk timescales such as the orbital, thermal or viscous timescale all depend on $M_{\text{BH}}$, which makes it somewhat surprising that the optical break timescale $T_{\text{br}}$ derived in this work seems to be uncorrelated with the latter and also with the other AGN physical parameters. For a standard thin $\alpha$-disk the characteristic radius for emission at wavelength $\lambda$ is governed by $M_{\text{BH}}$ and $L_{\text{Edd}}$ according to $R_{\lambda} \propto M_{\text{BH}}^{\frac{3}{2}} L_{\text{Edd}}^{-\frac{1}{2}}$ (see Frank et al. 2002). Under the assumption that most of the variable flux of a given wavelength band is emitted at $R_{\lambda}$ and associating $T_{\text{br}}$ with the thermal timescale $T_{\text{th}} \propto R_{\lambda}^\alpha$, we can determine the scaling of $T_{\text{br}}$ only meaningful considering small bins of $M_{\text{BH}}$, $L_{\text{Edd}}$ and $z$. Otherwise any correlation can be smeared out by the range of parameters. However, our sample is not large enough to perform such a binning in an appropriate way. On the other hand, comparing the $T_{\text{br}}$ values derived in different PS1 bands, that is, at fixed $M_{\text{BH}}$, $L_{\text{Edd}}$ and $z$ for each source, a possible dependence on $\lambda$ would be visible. But as we show in Appendix B, $T_{\text{br}}$ seems to be on average the same for each PS1 band. If quasar accretion disks indeed consist of many small localized regions of different temperature, then the radiation at a given rest-frame wavelength originates from a wide range of radii, naturally attenuating scalings with $M_{\text{BH}}$, $L_{\text{Edd}}$ and $\lambda$. Therefore it remains unclear which physical process defines
the characteristic optical break timescale. The tight correlation of the X-ray break timescale with \( M_{\text{BH}} \) is generally interpreted to reflect the size scale of the X-ray emitting region (Kelly et al. 2011). Since most of the X-ray luminosity is probably released within a compact region of few gravitational radii in the close vicinity of the black hole, either in a roughly spherical optically thin hot corona or at the base of a relativistic jet, the effect outlined above that may smooth out a dependence of \( T_{\text{br}} \) on the size scale in the optical is probably not an issue in the X-rays.

Considering the observed anticorrelation of the rms variability amplitude, expressed by the excess variance, and the variability timescales and in all PS1 bands. The logarithmic slope of the anticorrelation is consistent with a value of \(-1\) for both variability timescales.

1. The excess variances calculated in various PS1 bands are highly correlated. This agrees with the fact that our sources vary approximately simultaneously in the different bands. The variability amplitude is observed to generally decrease with wavelength, as found in many previous studies.

2. We find no significant correlation between the variability amplitude and the black hole mass, neither on timescales of years nor on timescales of months. In contrast, we observe a very strong anticorrelation between the excess variance and the bolometric luminosity for the two probed variability timescales and in all PS1 bands. The logarithmic slope of the anticorrelation is consistent with a value of \(-1\) for both variability timescales.

3. The variability amplitude is also strongly anticorrelated with the Eddington ratio in all PS1 bands. The relation with \( \lambda_{\text{Edd}} \) exhibits the same logarithmic slope of \(-1\) as observed for the bolometric luminosity.

4. In all of these correlations there is no significant evolution with redshift. This is understood as the result of two counter-directed selection effects related to the wavelength dependence of the variability amplitude and the anticorrelation with luminosity.

5. The optical PSD of all of our sources resembles a broken power law with break timescales of between \(100\) and \(300\) days. The break timescales seem to be uncorrelated with the black hole mass, the bolometric luminosity, the Eddington ratio, and the radiation wavelength. This lack of correlation indicates that the optical break timescale is not associated with any of the characteristic physical timescales of the accretion disk. The low-frequency slope of the PSD is roughly consistent with a value of \(-1\), similar to the value observed in X-ray PSDs. However, the high-frequency slope exhibits a broad distribution of values between \(-2\) and \(-4\), generally steeper than the high-frequency slopes of X-ray PSDs. The observed shape of the optical PSD suggests significant deviations from the PSD of the damped random walk model. Finally, we observe a weak trend that the high-frequency optical PSD slope may decrease with increasing black hole mass.

6. The PSD amplitude is anticorrelated with the bolometric luminosity and the Eddington ratio. The anticorrelations are seen in all PS1 bands, and the fitted slopes for the relations with \( L_{\text{bol}} \) and \( \lambda_{\text{Edd}} \) suggest a common value of \(-1\) after fatal outliers are removed from the sample, as observed for the excess variance. We detect no correlation between the PSD amplitude and the black hole mass. Therefore the observed correlations between the excess variance and the AGN physical parameters are consistent with the relations found in the PSD analysis. The observed scalings favor the accretion rate as the fundamental AGN parameter driving the optical variability amplitude.

Although our studies are based on a well-defined statistical sample of QSOs, there are still limitations in view of the probed parameter space of the AGN physical quantities. Therefore it may well be that some of the less significant correlations reported in this work will change for a more complete AGN sample. The upcoming eROSITA mission (Predehl et al. 2007) will deliver an unparalleled large sample of X-ray selected AGNs, allowing for a thorough validation of the observed correlations.
Appendix A: Scaling of the AGN parameters in our sample

To characterize our sample in view of the AGN physical properties, Fig. A.1 shows the dependence of the fundamental AGN parameters on redshift and the relations between the physical properties for the MBH sample. The quantities $L_{\text{bol}}$, $\lambda_{\text{Edd}}$ and $M_{\text{BH}}$ do not strongly depend on the redshift, meaning that our sample does not suffer from significant selection effects. There is only a weak trend that we preferentially select the more luminous objects at higher redshifts. We note that $L_{\text{bol}}$ is roughly proportional to $M_{\text{BH}}$, whereas there is only a very weak positive correlation with $\lambda_{\text{Edd}}$. The Eddington ratio itself is anticorrelated with $M_{\text{BH}}$. However, all these dependencies show large scatter and resemble the trends also observed in other quasar samples used to study optical variability, for instance, MacLeod et al. (2010), Zuo et al. (2012). Therefore the considered sample is not strongly biased by selection effects and covers about two orders of magnitude in the AGN physical parameters.

Fig. A.1. Dependence of the quantities $L_{\text{bol}}$, $\lambda_{\text{Edd}}$ and $M_{\text{BH}}$ on redshift (left column) and scalings between the physical quantities (right column). The object data of the $g_{\text{P1}}$ band MBH sample are shown. The dashed vertical lines in the left column enclose the sources of the 1z2_MBH sample.
Appendix B: Comparing the PSD power-law fit parameters in various PS1 bands

We determined PSDs in different optical bands by modeling the $g_{p1}$, $r_{p1}$, $i_{p1}$, and $z_{p1}$ band flux light curves of our AGN sample with a CARMA(p,q) process. Fitting the derived PSDs with a broken power law according to Eq. (12), we obtained values for the amplitude $A$, the break frequency $\nu_{br}$, the low-frequency slope $\gamma_1$, and the high-frequency slope $\gamma_2$. We find that the optical PSDs for the different bands are generally very similar, reflecting the fact that our AGNs vary approximately simultaneously in these bands. The fitted parameters of the power law PSD are compared for the $g_{p1}$, $r_{p1}$, and $i_{p1}$ bands in Fig. B.1. The parameters in the various bands clearly are highly correlated and very close to the one-to-one relation, except for the slope $\gamma_2$. The break frequency and the low-frequency slope exhibit no dependency on the radiation wavelength. For the amplitude $A$ we observe that the values are systematically shifted upward of the one-to-one relation when comparing a bluer band on the $y$-axis with a redder band on the $x$-axis. This resembles the findings presented in Sect. 4.1 using the excess variance as variability estimator, and it therefore independently confirms the result that AGNs are more variable in the bluer bands. In contrast, the high-frequency slope $\gamma_2$ significantly deviates in the fitted values for the different bands. This may either indicate that the PSD is wavelength dependent at high-variability frequencies or that our fitting method is significantly less robust in determining the high-frequency slope from the data at these low-variability amplitudes. The latter is clearly the case for many of the objects located far from the one-to-one relation. The large uncertainty on the PSD at low-variability amplitudes often does not allow a firm determination of the high-frequency slope, causing the different slopes for the various PS1 bands. These statements remain qualitatively the same when comparing the fitted parameters with those obtained in the $z_{p1}$ band, which is why we do not show the results here.
**Fig. B.1.** Comparison of the fit parameters of the broken power law PSD (Eq. (12)) in various PS1 bands. The data of all objects from the PSD sample with fit parameters in both considered bands are shown. The black line corresponds to the one-to-one relation. The Spearman correlation coefficient and respective p-value are shown in each panel.